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ABSTRACT 
 

 

In the multimedia era, information retrieval is a pivotal task. Video summarization plays a 

crucial role in condensing video content into concise, informative summaries, and it finds 

applications across diverse domains, including sports, entertainment, news, and 

surveillance. In the realm of sports, video summarization holds particular significance, 

where it involves the automatic creation of shorter versions of sports game or event videos, 

emphasizing the most significant and exhilarating moments. 

The realm of sports video analysis, driven by its massive viewership, substantial economic 

potential, and well-structured data, has captivated the interest of researchers. This 

technology has gained increasing importance in the sports industry, as fans increasingly 

consume sports content via social media and mobile devices. Automatic video 

summarization offers a means for sports coaches, viewers, and experts to swiftly and 

efficiently retrieve and examine essential sports information. 

Cricket, with its inherent tension and unpredictability, stands out as an electrifying sport, 

featuring a plethora of prestigious competitions. Cricket videos have garnered popularity, 

presenting a unique challenge due to the sport's various formats, diverse rules, and lengthy 

games. While significant advancements have been made in cricket event detection and 

analysis, there are areas that demand attention to enhance the effectiveness of existing 

techniques. Most current research in cricket focuses on detecting primary events like 

replays, four runs, six runs, and wicket falls, leaving room for the exploration of more 

nuanced events. Given the scarcity of annotated data, non-learning-based techniques can 

be explored to reduce the reliance on model training. 

In response to these challenges, we propose a method for the detection and classification 

of exciting events in cricket matches, such as four runs, six runs, and wicket falls. The 

process begins by segmenting the cricket video into shots and identifying keyframes within 

each shot, which subsequently undergo further processing to expedite the analysis. Replay 

segments are excluded from subsequent consideration. Keyframes are classified into 

various views, and the detection of scoreboard text enables the identification of run and 

wicket differentials. If the run differential equals 4 or 6 and the wicket differential equals 

1, frames between such keyframes are utilized to construct the match's highlights. The 

wicket fall segment undergoes further classification into distinct types. Our experiments 
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and results underscore the effectiveness of this proposed method, particularly in wicket 

classification using text detection and recognition, achieving a remarkable 100% precision 

and 93% recall. This method represents a novel and versatile approach for classifying 

various types of wicket falls, all achieved through a unified approach. 
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CHAPTER-1 

INTRODUCTION 

 

1.1  Video Summarization 

 

Today, the technologies facilitating the effortless capture and sharing of digitized video data are 

rapidly evolving. Progress in video compression and communication technologies has sparked 

a substantial increase in the appetite for digital video content.The internet is expanding both in 

terms of bandwidth and the number of users, with home users now enjoying high-bandwidth 

cable connections that allow them to stream TV-quality videos. Personal computers have grown 

in processing power and storage capacity, making them well-equipped to handle the 

computational demands of digital video applications [1]. 

Capturing video and storing it in computer memory has become remarkably convenient, thanks 

to the introduction of advanced digital cameras. Furthermore, advanced mobile and multimedia 

technologies, including web-enabled cellular phones and multimedia messaging, empower 

individuals to engage with multimedia content on the go. People now possess extensive 

repositories of videos, encompassing a wide range of content such as training materials, 

educational resources, sports events, news updates, and personal home videos. All of these 

developments indicate a bright and promising future for the world of digital video. 

The increasing production and distribution of digital video content have given rise to a new 

challenge: the management of this content. A typical video sequence comprises a vast number 

of frames. To ensure that viewers experience a seamless video stream, a frame rate of at least 

25 frames per second is necessary, translating to a staggering 90,000 images for just one hour 

of video content. The substantial amount of video data presents a notable challenge for various 

practical uses, igniting a robust need for a mechanism that allows users to extract insights from 

a video document without the need to view it in its entirety [2]. 
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Efficiently browsing through extensive collections of video data and achieving streamlined 

content access and representation has proven to be a complex problem with no readily feasible 

solution. In response to these challenges, video summarization techniques have emerged as a 

promising solution. 

A video combines an image sequence that is shown at a specified rate with the accompanying 

audio stream [3]. Within a video, a "shot" refers to an uninterrupted recording captured from a 

single camera. Shots serve as the semantic building blocks in narrative-based videos. When 

editing raw footage, editors divide the film into shots and combine these shots to develop a 

narrative flow. A shot is composed of frames that move smoothly and continuously. Figure 1.1 

depicts the composition of the video [4]. 

 

Figure 1.1 Structure of video 

Automatic video summary is a method of creating a video or a series of key frames that condenses 

the audio and/or visual information from an input video. As shown in Figure 1.2 there are two 

main approaches for summarizing videos [5], [6]. 

1. Static video abstractions: A static video abstract is a condensed representation of a video that 

provides an overview of its content using selected frames or images. This summary typically 

includes still images or short clips from various parts of the video to give viewers an idea of 

what the video contains without any interactive elements. Static video abstracts are typically 

used for quick reference and may not include additional information beyond the visuals.  

2. Dynamic video skims: In contrast, a dynamic video skim is a more interactive and time-

based summary of a video. It involves selecting key moments, sequences, or highlights from 

the video and presenting them in a sequential and dynamic format. Users can navigate 

through these selected segments to get a better understanding of the video's content. Dynamic 
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video skims often provide more context and are more engaging than static video abstracts.  

 

Figure 1.2 Video Summarization 

Video summarization is the process of distilling lengthy video content into brief, yet informative 

representations, preserving the essential information. This technique aims to enhance users' 

interaction with video content and benefits various applications, such as video search, 

recommendation engines, and content retrieval. Typically, video summarization involves 

extracting key moments, sequences, or highlights from the video, allowing people to grasp the 

content's essence without the need to watch the entire video. 

As video is utilized more frequently in multimedia communication, streaming applications, and 

networking, video summarization has grown in importance. At the moment, content-based 

multimedia standards have benefited greatly from video summarizing. It is challenging to create 

a video summary automatically. Many academics are working on video summarizing in the 

disciplines of news [7], [8], [9], sports [10], [11], movies [12], and surveillance [13] to create 

news headlines, sports highlights, movie trailers, and to identify a significant event in surveillance 

footage.   

Automatic content extraction is one of the most important requirements for successful video 

summarization. Using a multi-modal feature, we may extract significant concepts like a wicket 

in cricket, tension in movies, a goal in football, and so forth. Narrowing the divide between low-

level attributes and high-level ideas requires careful consideration. Presently, automatic content 

annotation systems place significant emphasis on addressing the semantic gap among low-level 

properties and high-level perceptions. 

Video summary is the practice of reducing video content into a more terse descriptive form [14]. 
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It provides an answer to the problem of managing video material. To make browsing, searching, 

and organizing digital multimedia content easier, automatic video summarization aims to produce 

effective video representations. Summaries that are generated automatically can help users 

navigate through large video archives and decide what to watch, share, or discard.  

 

Video summarization techniques can be classified into the following two main categories: 

1. Segmentation-Based Video Summarization: This class of techniques is ideally suited for 

video content that possesses uniform informativeness. In such cases, all segments of the 

video hold equal importance for the viewer. Examples of such content include presentation 

videos, documentaries, and personal home movies. 

2. Event-Based Video Summarization: This technique is designed for video content 

characterized by distinct, recognizable story units, which can form a sequence of various 

events or a combination of events and non-events. The resulting summary often takes the 

form of an organized list or table of noteworthy events. A prime example of this content 

category is sports programs, where events correspond to highlights like wicket falls in cricket 

or goals in soccer. Other instances include surveillance videos, talk shows, and news 

programs, where events follow each other, and their boundaries are clearly defined. 

When domain-specific knowledge about events is absent or when working with consistently 

informative content like documentaries, broader summarization techniques are utilized. These 

techniques aim to eliminate redundancy within a video sequence by segmenting it into shots and 

identifying key frames within those shots. 

On the other hand, when dealing with event-based content characterized by clearly defined events 

of interest, knowledge-based event detection techniques can come into play. Nevertheless, this 

approach is domain-specific and demands the development of distinct event sets and detection 

rules for each application domain, which can be a limitation. Nonetheless, the resulting 

summaries from this method typically exhibit higher reliability compared to those generated using 

generic summarization algorithms. 

Sports video analysis has drawn the attention of scholars because to its massive viewership, 

significant commercial potential, and well-structured data organization. Additionally, because 

sports videos are rule-based, a video summarizing system must include domain-specific data. 

Cricket stands out as an exhilarating sport with a multitude of prestigious competitions. Cricket 
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videos have gained popularity due to the inherent tension and unpredictability that the game 

offers. However, due to the duration of the game, the variety of formats, and the wide range of 

playing conditions, automatically analyzing cricket game video is difficult. 

 

 

 

 

 

 

 

 

Figure 1.3 Chronological arrangement of a one-day cricket match 

The one-day cricket tournament's temporal structure is shown in Figure 1.3 [4]. The most popular 

cricket format is the one-day game. There are two innings with 50 overs apiece. The innings break 

is the period that separates two innings. There are six legal deliveries in each over. A brief 

commercial break follows each over. Six deliveries should be made in each over, excluding wide 

balls, no balls, and other extra deliveries.  

The practice of compressing a lengthy cricket match video into a more concise form that 

highlights the crucial moments of play is known as a cricket video summary. The following is a 

general rundown on how to summarize a cricket video [15]:  

1.   Pre-processing: The first phase entails cutting the video into shorter clips depending on many 

factors, including shots, play-breaks, overs, wickets, runs scored, and other crucial events.  

2.   Feature extraction: Following the segmentation of the video, features like pitch, ball 

trajectory, player movements, and other pertinent information are extracted. 

3.   Event detection: Using various methods, significant events in the video, such as wickets, 

boundaries, run-outs, and other crucial times, can be identified. 
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4.     Summarization: The video can be condensed by picking the most significant and captivating 

moments from the game based on the events and features that were discovered. This can be 

accomplished by employing a variety of methods, including keyframe selection, clustering, 

or summarizing based on a predetermined set of guidelines [12]. 

5.     Post-processing: Lastly, the abridged video can be examined, altered, and improved to make 

sure it accurately conveys the game's spirit and is interesting to watch.  

Cricket video summaries offer a time-saving and simplified alternative for viewers who lack the 

patience or time to watch an entire match. 

1.2 Applications  

 
In the context of cricket, a well-liked sport, video summary offers several useful applications that 

improve the viewing, analysis, and accessibility of cricket matches. The following are some 

crucial uses for summarizing cricket videos [16]: 

1.  Making Highlight Reels: Cricket video summaries are frequently used to make highlight 

reels for cricket games. Fans may rapidly catch up on the important action because it 

automatically recognizes and gathers the most thrilling and important moments of a game, 

including boundaries, wickets, and critical milestones. 

2.  Video summary is used by coaches, analysts, and teams to examine player performances. It 

facilitates identifying player strengths and shortcomings by focusing on individual activities, 

such as outstanding batting or bowling performances. Making data-driven decisions for team 

strategy and training is aided by this study. 

3.  Scouting and Potential Identification: Scouts and talent spotters use video summarization to 

identify promising cricket talent, allowing them to swiftly assess the performances of 

multiple players and make well-informed recruitment decisions. 

4.  Statistical-Driven Insights: Video summaries of cricket matches can be used in conjunction 

with data analytics to offer in-depth analyses of the game. It can be used, for instance, to 

track player statistics over time, including trends in run scoring or bowling accuracy. 

5.  Marketing and Commercials: To produce quick, effective promotional movies and 

advertising that highlight the most thrilling moments from matches, cricket sponsors and 

advertisers can employ summary. These movies aid in the promotion of the sport and 

associated goods. 
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6.  Match Planning and Competitor Assessment: Teams use cricket video summaries to analyze 

their opponents' plans and gameplay. Teams can better prepare their game strategies by 

having a better awareness of each other's strengths and limitations. 

7.  Audience involvement: By offering succinct, interesting summaries of games, cricket video 

summary improves fan involvement. Fans who might not have the time to see an whole game 

but still want to keep informed on the crucial moments will find this to be extremely helpful. 

8.  Media and social network content: To swiftly share match highlights and updates with their 

audiences, news organizations and social media platforms use cricket video summaries. This 

promotes user engagement and keeps followers updated in real time.  

9.  Training and Education: To develop educational content, cricket coaches and players employ 

video summaries. This comprises instructional movies that dissect particular play-by-play 

tactics and procedures. 

10.  Historic Archiving: The creation of thorough archives of previous cricket matches is made 

possible by cricket video summaries. These collections can be used for information, research, 

and the production of sports-related documentaries or historical content. 

In summary, cricket video summarization makes it easier to pick out and share crucial moments 

in cricket games, increasing the sport's accessibility and appeal to a larger audience. 

1. 3 Challenges 

 

Despite the advantages it provides, cricket video summarization encounters several challenges 

due to the intricacies and diversity of cricket matches. The following are some of the issues 

associated with cricket video summarization [4], [17], [18]:   

1.  Making annotations on Datasets: Because cricket encompasses a variety of forms and events, 

annotated datasets can be time-consuming and expensive to produce but are frequently 

necessary for developing and training summarization algorithms. 

2.  Multimodal Analysis: It is common for cricket summaries to incorporate both visual and 

aural cues. It can be difficult to analyze player comments, audience reactions, and audio 

commentary with visual content. 

3.  Real-Time summarizing: Because summarizing algorithms for live broadcasts must operate 

in real-time, the task is made more difficult. It takes quick processing to deliver summaries 
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while the match is still going on. 

4.  Large Amount of Data: Due to the duration and intricacy of cricket matches, enormous 

amounts of data are produced. It can be difficult to efficiently manage and process this data.  

5.  Managing Redundancy: In cricket games, there are frequently many occurrences of the same 

things, such as wickets or boundaries. Algorithms for summarizing information must avoid 

repetition and include a variety of topics. 

6.  The quality of cricket broadcasts and the availability of different camera perspectives can 

have an impact on summarization. Algorithms must deal with low-quality video and the 

difficulties of picking the ideal camera angle for a specific event. 

7.  Spotting Critical Moments: Spotting critical moments in a cricket game, such as a pivotal 

wicket or a game-changing boundary, can be challenging. The relevance of occurrences 

within the larger framework of the match must be understood by algorithms.  

8.  Match Length Variability: Cricket matches can range greatly in length from quick Twenty20 

(T20) games to lengthy Test games. It can be difficult to modify summarizing methods to 

account for this heterogeneity. 

9.  The Difficulty of Scoring: There are several different ways to score in cricket, including runs, 

boundaries, wickets, and overs. These events must be identified by summarization 

algorithms, which must then rank them in order of relevance to the match. 

10.  Subjective Characteristics of Highlights: Depending on the viewpoint of the observer, what 

is deemed a highlight may be arbitrary. To create summaries that suit various tastes, 

summarization algorithms must take into consideration these arbitrary aspects. 

11.  Different Game Formats: Cricket is played in many different game formats, including Test, 

One Day International (ODI), and T20. Each format is unique. 

12.  Spotting Critical Moments: Spotting critical moments in a cricket game, such as a pivotal 

wicket or a game-changing boundary, can be challenging. The relevance of occurrences 

within the larger framework of the match must be understood by algorithms. 

The intricacy of scoring, the variety of matches, the subjective character of highlights, and the 

necessity to handle several formats and real-time processing are just a few of the issues that face 

cricket video summary. To provide useful and interesting cricket match recaps, researchers and 

innovators in this discipline must overcome several issues. 
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1.4  Objective 
 

 An essential task in the area of video analysis and processing is shot boundary detection. 

Finding the transitions between scenes or shots in a video includes pinpointing certain points. 

In addition to increasing user experience in applications like video streaming, broadcasting, 

and video-on-demand services, it simplifies many elements of manipulating and retrieving 

video content. Our primary objective is to develop effective techniques based on an adaptive 

method employing the k-means technique to identify shot boundaries. 

● Techniques for replay detection are important in video analysis and sports broadcasting. These 

methods are used to spot instances in which a movie or video stream contains the same or 

comparable content many times. They assure content integrity, enhance user experience, and 

offer insightful data on video consumption habits. Replay detection techniques that are precise 

and effective are becoming more and more crucial. Keyframes are chosen from each shot after 

the shot boundary has been recognized. Another goal is to create a reliable method of replay 

segment detection based on the absence of a notice board.  

● For sports broadcasters, video analysts, and content producers to offer cricket fans a variety 

and interesting viewing experiences, the classification of cricket view might be crucial. 

Additionally, it contributes to game analysis, player performance evaluation, and increased fan 

involvement through a variety of viewpoints and visualizations. Once the play and replay 

segments are identified the next target is to appropriately categorize all play frames into field, 

non-field, pitch, crowd, and close-up perspective using the traditional approach. 

● Cricket event recognition generally refers to the method of locating and classifying specific 

events during a cricket match, usually in real-time or post-match analysis. These actions are 

essential for many reasons, including statistics, scoring, and improving the user or analyst 

experience. Detecting the crossing of boundary ropes to determine when the batsman strikes 

the ball for four runs or six runs and dismissing a batsman is an interesting objective. Each 

form of dismissal is assigned a special code (like B for bowled, C for caught, etc.) to be 

recorded in scorecards and match statistics. After classifying views, the next goal is to 

automatically detect these specific codes, and the distinction between run and wicket counters 

can help with event recognition and wicket fall categorization.  
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1.5 Original contribution 

 
1. In this study, a diverse collection of cricket videos, featuring various playing conditions, was 

compiled for research purposes. This compilation was necessitated by the absence of a 

standardized dataset dedicated to cricket video summarization. 

2. The video content is segmented into individual frames, and an adaptive and efficient approach 

for detecting shot boundaries, based on k-means clustering, is introduced. This method is then 

employed to identify shot transitions within the frames, and keyframes are subsequently 

chosen from each detected shot for further processing.  

3. To distinguish between keyframes depicting play sequences and those showing replays, a 

replay detection technique based on scoreboard recognition is proposed. The correlation 

coefficient and image averaging are utilized to assess the comparability of two frames.  

4. A modest yet efficient approach is employed for classifying the play frames. These frames 

are categorized into five distinct views, including field view, non-field view, pitch view, 

close-up view, and crowd view, based on their color and texture features. 

5. Leveraging the detection and recognition of scoreboard text, we have introduced an effective 

approach for identifying instances of four runs, six runs, and wicket falls, as well as the 

classification of wicket falls. 

 

1.6 Thesis Outline 
 

The thesis is presented in the following organizational format: 

Chapter 2 provides a review of the literature on methods for summarizing cricket videos. This 

chapter examines the key elements of a cricket video summary as well as the literature that focuses 

on these essential elements. A detailed comprehensive description is provided for the temporal 

segmentation of cricket video into shots, play-replay, shot classification and primary event 

detection. Furthermore, a comprehensive evaluation of the current schemes is provided for 

conciseness.  

The video's riveting moments are helpful in the process of identifying important events. Chapter 
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3 offers an approach that has been developed for event detection based cricket video 

summarization. The thrilling clips are successfully recognized and player dismissal is classified. 

The concepts that are tagged are selected to create the cricket highlights.  

 

Chapter 4 delves into the dataset employed for implementation and provides insights into the 

outcomes of each stage within the proposed cricket video summarization framework. 

 

Chapter 5 gives a summary of the overarching conclusion along with specific suggestions for the 

academics and developers working in this area heading forward. 
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CHAPTER-2  

LITERATURE SURVEY 

2.1  Shot Boundary Detection 

A key component of advanced sports video analysis is the low-level procedure of breaking the 

video up into temporal components like shots and play-breaks. The effectiveness and result of 

event detection techniques are significantly influenced by the accuracy of shot boundary 

detection. Identifying visual discontinuities brought on by shot transitions is the goal of shot 

boundary detection. A shot comprises a sequence of uninterrupted frames recorded by a single 

camera, and the switch from one shot to another is referred to as a shot transition. 

Shot transitions can be categorized into two types: abrupt transitions and gradual transitions. 

[3], [19], [20].  

1. Abrupt Transition: In an abrupt transition, the final frame of the disappearing shot is 

immediately succeeded by the initial frame of the emerging shot. In an abrupt transition, 

changes are evident at shot boundaries. Two consecutive shots are combined without the 

use of any video editing software. This transition is also known as a hard transition (HT) or 

a cut. Figure 2.1 is an example of an abrupt transition. As seen in Figure 2.1, the first and 

second frames belong to the vanishing shot, while the third and fourth frames belong to the 

appearing shot.  

 

 

 

 

Figure 2.1 Example of an abrupt transition 

2. Gradual Transition: The last few frames of the disappearing shot overlap with the initial few 

frames of the emerging shot in gradual transitions. Gradual transitions include fading, 
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dissolving, and wiping. Figure 2.2 depicts how frames from one shot are gradually replaced 

with frames from the next shot. The gradual transition might last for two or more frames. 

Soft transition (ST) is another name for a gradual transition. 

 

 

 

Figure 2.2 Example of a gradual transition 

Three sub-processes make up a shot boundary detection process: transition detection, 

dissimilarity measure identification, and visual feature extraction [21]. To concisely express the 

content of each frame, the first sub-process attempts to extract visual features from video 

frames. The features are selected so that they change noticeably between shot transitions but 

stay mostly same within a shot. As shown in Figure 2.3, features including pixels [22], 

histograms [23], edge [24], motion [11] and audio [25] are usually retrieved in order to 

recognize shot boundaries.  

 

Figure 2.3 Features used for shot boundary detection 

In the second sub-process, the difference between two successive frame features is calculated. 

The difference value is negligible for the same shot, but during the shot transition, it becomes 

important. Dissimilarity scores are employed in the final phase to identify shot transitions. The 

dissimilarity values are used to compare if the subsequent frames are part of the same shot or 

other shots, using either a fixed threshold [26], [27] or a variable threshold [30], [31]. To 

identify shot transitions, techniques using machine learning  [28], [29] and deep learning [30] 

are also used. 

A Shot boundary detection has received a lot of attention in terms of research. Bo Han et al. 

Features 
for SBD

Pixel 
Difference

Histogram 
Difference

Edge 
Difference

Motion

Audio
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[28] retrieved mid-level features using a dominant color mask projection and block-based 

motion vectors. These features were combined with those of the region color histogram. To 

identify both cut and gradual transition shot boundaries, a Support Vector Machine (SVM) was 

utilized. The experiments were carried out on soccer video sequences. These mid-level 

characteristics are robust, and the approach may be applied to other sports. 

Another method for detecting shot boundaries from cricket video was to use an RGB color 

histogram [31]. To calculate the hard cut, the normalized difference between the color 

histograms of two subsequent frames was computed and compared to the threshold. The 

approach employed in [31] to detect a gradual transition was comparing the RGB histogram of 

the frame with 5 previous frames. If the histogram difference exceeds the threshold, it is 

considered a shot boundary. This method applies to cricket as well as other sports videos to 

detect shot boundaries. 

N. Harikrishna et al. [32] utilized an RGB colored histogram to detect cuts and a moving frame 

window method to detect gradual transitions from cricket videos. There is a possibility of shot 

over segmentation using this technique. The technique presented in [29] for detecting shot 

boundaries from cricket video was based on a YUV image histogram. To improve segmentation 

results, both global and local histograms were employed. The K-Nearest Neighbor (KNN) 

classification method was used to categorize shot boundary cut or fade types. Better-shot 

segmentation results were obtained by combining local histograms corresponding to each block 

of the picture with a global histogram. This technique is not able to detect the shot boundary 

between the shots with a similar background. 

Zong Jie Li et al. [33] suggested a technique for detecting shot boundaries that take into account 

the multilayer difference of color histograms. Using a normalized HSV color histogram, cut 

and gradual candidate boundaries were discovered and quantified using the Euclidean distance 

between two frames. To avoid spurious detection, the local maximum difference is computed. 

Finally, the voting machine detects shot boundaries. 

Jingwei Xu and colleagues [30] extracted features from the fc-6 layer of a CNN to compare 

frame similarities. They employed the cosine distance for detecting hard transitions and a 

pattern matching framework for soft transitions. This experiment was conducted using 

documentaries from the TRECVID dataset. In a separate study, P. Shukla and others [17] 

proposed a method to identify boundary frames in cricket videos. They calculated the difference 
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between successive frames at k frame intervals and transformed the grayscale image from this 

difference into a binary image. By comparing the total number of ones in the image with an 

empirically determined threshold, frames were saved as boundary frames. It's worth noting that 

in cases where the last frame of the current shot and the first frame of the following shot share 

a similar background, there is a possibility of missing a shot boundary. 

R. K. Shen et al, had presented a hybrid shot boundary detection method by integrating a High-

Level Fuzzy Petrinet (HLFPN) model with keypoint matching [34]. The data set used included 

different types of videos like movies, drama, TV shows. Firstly, the HLFPN model with 

histogram difference was executed. Then the Speeded-Up Robust Features (SURF) algorithm 

was used to figure out all possible false shots and gradual transitions. In this approach global 

histogram differences between two, three, and five consecutive frames were detected, so it can 

also detect unclear transitions.  

The hue histogram difference between consecutive frames in T20 cricket videos is contrasted 

with a fixed threshold to identify cut transitions [26]. Meanwhile, Aman Bhalla and colleagues 

[27] converted RGB video frames into grayscale images to distinguish between different shots 

in cricket matches. They then assessed the absolute difference between these grayscale images 

against a threshold empirically determined. 

This approach is straightforward to apply, but the threshold for each sports video must be 

determined manually. Table 2.1 summarizes several shot boundary detection algorithms. 

According to a review of shot boundary detection, researchers have put up substantial effort to 

identify HT and ST. Static threshold methods are affected by the kind of incoming video stream. 

The threshold value must be determined manually to achieve an acceptable outcome. Although 

many of these methods work well, the cost of computing can be calculated. When block-wise 

features are extracted, the algorithm's precision is enhanced, but it comes at the expense of 

increased computational overhead. Histogram-based techniques face difficulties in scenarios 

involving swift lighting changes and camera movements [3]. Enhancing algorithm performance 

necessitates addressing these challenges. 
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Table 2.1 Review of shot boundary detection 

Literature Color 

space 

Features Dissimilarity measure Shot transition 

detection method 

Transition types Results 

% 

Bo Han et al. 

(2007) [28]  

HSV Field region, 

player’s 

movement, Region 

Color Histograms 

(RCH) 

Normalized color 

histogram difference 

Support Vector 

Machine 

Hard  

Transition 

Soft  

Transition 

F1-95.1 

 

H. Narasimhan et 

al. (2010) [31]  

RGB RGB color 

histogram 

Normalized color 

histogram difference 

Static threshold for HT, 

moving frame window 

for ST 

Hard  

Transition 

Soft  

Transition 

P- 84.2 

R- 93.5 

N. Harikrishna et 

al. (2011) [32]  

RGB RGB color 

histogram 

Normalized color 

histogram difference 

Static threshold for HT, 

moving frame window 

for ST 

Hard  

Transition 

Soft  

Transition 

  

P- 84.2 

R-93.5     

F1-88.6 

Ashok Kumar et 

al. (2014)  [29] 

YUV Global and local 

histogram 

Squared difference of 

histograms  

K-NN algorithm Hard  

Transition 

Soft  

Transition 

HT     

P-90.1 

R-89.0     

GT     

P-82.6 

R-84.8 

ZongJie Li et al 

(2016) [33] 

HSV Multilevel 

Difference of 

Color Histograms 

(MDCH) 

Euclidean distance 

between histograms of 

consecutive frames 

Adaptive threshold 

using a sliding window, 

voting mechanism 

Hard  

Transition 

Soft  

Transition 

P-89  

R-84 
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Jingwei Xu et al. 

(2017) [30]  

 Deep features 

extracted from the 

fc-6 layer of CNN 

Cosine distance  Adaptive threshold, 

pattern matching 

Hard  

Transition 

Soft  

Transition 

HT     

P-99.2 

R-98.4     

GT     

P-98.6 

R-95.3 

Pushkar Shukla 

et al. (2018) [17]  

Gray Consecutive frame 

difference 

Total number of ones in 

binary image 

thresholded from a 

grayscale image 

Static threshold Hard  

Transition 

   

R. K. Shen et al. 

(2018) [34] 

Gray Global histogram Histogram difference 

between two, three, and 

five consecutive frames 

High-level fuzzy 

petrinet model and 

SURF algorithm 

Hard  

Transition 

Soft  

Transition 

P-86.6 

R-72.4 

K. Midhu and N. 

K. Anantha 

Padmanabhan 

(2018) [26] 

HSV Hue Histogram Hue histogram 

difference 

Static threshold  Hard  

Transition 

  P-90.4 

Aman Bhalla et 

al. (2019) [27] 

Gray Grayscale 

histogram 

Absolute difference 

between two successive 

frames 

Static threshold Hard  

Transition 

   

F1-F1 measure, P-Precision, R-Recal 
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2.2 Replay Detection 

The temporal broadcast pattern of sports footage exposes important information that may be 

used to aid with semantic video analysis tasks. Replays, for example, will be shown after major 

sporting events such as cricket matches. As a result, by identifying replays, such significant 

events may be detected. The third umpire also uses replays to double-check the match decision. 

Figure 2.4 is an example of replay. Here are a few observations for replay detection: (1) The 

scoreboard, which is normally present when the match is in play, is missing in all replay parts. 

(2) Replays are typically sandwiched between two slow transitions with flying visuals. The 

gradual transitions last many frames and display a broadcaster-specific logo. (3) Replay 

segments show a variety of cricket views in a short amount of time. As a result, the frequency 

of shot views is much higher than the typical frequency of any play segment. (4) The overall 

number of shots in replay segments is lower than in play segments [35]. Many studies have 

utilized these findings to identify replay fragments. 

 

Figure 2.4 Example of a replay. 

Lei Wung et al. [36] had extracted features like color ratio, a mean block motion vector, length 

of a shot from cricket video, and performed classification of normal shots and slow-motion 

replays using an SVM. This method is applicable to various shot types and does not necessitate 

the individual learning of logo patterns for specific matches. In their replay detection work, M. 

H. Kolekar and S. Sengupta [37] employed hue histogram difference, logo template matching, 

and the average shot excitement frequency. However, this particular approach required the 

learning of logo templates for each video. 

B. Han et al. [35] proposed a replay detection framework using a Bayesian Network. Using 

color histogram and motion vector features, the incoming video is first split into shots. Then, 

slow-motion and gradual transition paring were found. This replay detection method is 

applicable to different sports genres.  The absence of the scoreboard in the lower frame was 

considered an indicator of a replay frame [31], [38]. In their work on replay detection, M. 

Goyani and colleagues [39] introduced an approach that relied on the hue and saturation 

histogram of the logo template. Y. Senthil Kumar and team [40] utilized a velocity Hough 
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transform-based tracking method on the temporal derivative to identify replays. The accuracy 

of replay detection can be enhanced through the acquisition of knowledge about strip-wipe 

transitions. 

A technique for distinguishing between replay and regular play segments was introduced by A. 

Basappanavar and S. A. Angadi [41]. Their method involved employing Discrete Wavelet 

Transform (DWT) for feature extraction and a probabilistic neural network. For replay 

detection, K. Midhu and N. K. Anantha Padmanabhan [26] relied on the hue-histogram 

difference between frame n and a reference frame containing the scoreboard. 

In another approach by Pushkar Shukla and colleagues [17], they cropped the area around the 

scoreboard in the candidate frame. This cropped image was then utilized for the classification 

of replay and non-replay segments, employing a Convolutional Neural Network (CNN) and 

Support Vector Machine (SVM). 

A technique for distinguishing between replay and regular play segments was introduced by A. 

Basappanavar and S. A. Angadi [41]. Their method involved employing Discrete Wavelet 

Transform (DWT) for feature extraction and a probabilistic neural network. For replay 

detection, K. Midhu and N. K. Anantha Padmanabhan [26] relied on the hue-histogram 

difference between frame n and a reference frame containing the scoreboard. 

In another approach by Pushkar Shukla and colleagues [17], they cropped the area around the 

scoreboard in the candidate frame. This cropped image was then utilized for the classification 

of replay and non-replay segments, employing a Convolutional Neural Network (CNN) and 

Support Vector Machine (SVM). 

To detect a gradual transition impact, Ali Javed et al. [42] developed a threshold-based method. 

For the identification of a gradual transition, the cumulative histogram difference and the dual 

threshold-based approach was utilized. This method has demonstrated its effectiveness across 

a range of replay speeds and various sports categories, including cricket, tennis, basketball, and 

baseball, even when dealing with different types of logos. A dual-threshold approach was 

employed in the gradual transition detection framework detailed in [25]. Additionally, Optical 

Character Recognition (OCR) and a temporal running average were employed to identify the 

absence of a score caption. Table 2.2 summarizes the most recent approaches for replay 

detection. 

Replay detection is critical in developing a general framework for sports video summarizing. 



20 
 

Because significant events are repeated in all sports. The majority of the techniques presented 

here detected replay segments by detecting a pair of slow logo transitions or by detecting the 

lack of a scoreboard. If video replays for any sport are provided without such a soft transition, 

the results of reply detection will be impacted [42]. Because each broadcaster has a game-

specific logo, each time the logo must be learned. The threshold value used to verify the logo 

frame varies every game, therefore it must be determined empirically. 
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Table 2.2 Review of replay detection 

  

Literature Technique Feature Extracted Method Results 

% 

Lei Wung et al. (2004) 

[36] 

Classification of show motion 

replay and normal shot 

Color ratio, mean block motion 

vector, length of shot 

Support Vector Machine   

M. H. Kolekar et al. (2010) 

[37] 

Logo Detection,  shot 

frequency 

Hue histogram of the logo-

template 

Hue- Histogram Difference 

between frame n and the logo-

template, average shot 

frequency 

P-90.8 

R-84.2 

Bo Han et al. (2009) [35] Gradual transition detection Motion vector Bayesian Network P-66.8 

R-97.7 

H. Narasimhan et al. 

(2010) [31] 

Logo detection Bottom part of the frame is 

checked for scorecard 

 Score change detection in a 

scorecard 

P-84.2 

R-93.5 

M.Goyani et al. (2011) 

[39] 

Logo transition detection Hue, saturation histogram Connected component analysis   

Y Senthil Kumar et al. 

(2011) [40] 

Logo transition detection Moving line patch Velocity Hough transform-

based tracking on temporal 

derivatives 

A-95 

Anjaneya Basappanavar 

and S A Angadi (2017) 

[41] 

Classification of replay shot 

and non-replay shot 

DWT for feature extraction Probabilistic neural network   

K. Midhu and N. K. 

Anantha 

Padmanabhan(2018) [26] 

Absence of scoreboard, logo 

detection 

Hue histogram of score bar and 

logo template 

Hue histogram difference of 

frame n with logo template and 

reference score bar 

P-99   

R-100 

Pushkar Shukla et 

al.(2018) [17]  

Absence of scoreboard Convolution Neural Network Support Vector Machine   

A. Javed et al.  (2019) [42] Gradual transition detection Accumulative histogram 

difference  

Dual threshold-based method  P-92.9 

R-97.4 
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2.3 Shot View Classification 

Sports events usually feature a number of shots. These shots are shown in a certain temporal 

pattern. Shot segmentation and categorization are the foundations of all sports analysis systems 

[23], [43]. Domain-specific information is required to establish the video shot type. The 

classification of shots enhances information extraction efficiency by enabling distinct processes 

to analyze individual shots more effectively. Views in cricket may be divided into the following 

categories: field view, pitch view, boundary view, sky view, close-up view, crowd 

view/audience view, and umpire view. Figure 2.5 depicts several views on cricket. Sports events 

generally include several shots. These shots are displayed with a specific temporal pattern. All 

sports analysis systems start with shot segmentation and classification [23], [43]. To determine 

the video shot type, domain-specific knowledge must be utilized.  

Because the field view spans a vast field area, the green color pixel ratio is high in the field 

view. The pitch view encompasses a broad pitch region where the soil color pixel ratio is higher 

than any other color. The boundary view depicts the cricket field's perimeter. Close-ups show 

a zoomed-in perspective of any player. Crowd shots are ones that show a player's crowd or 

spectators. Cricket shot classification is a difficult task since the playing circumstances and field 

areas vary from match to match. Even pitches differ from one venue to the next. Day/night 

matches have Illumination issues.  

 

 

 

 

 

 

 

 

Figure 2.5 Different views of the cricket 

Visual features are commonly used to classify cricket shots. The authors suggested top-down 

shot classification using a hierarchical tree, as illustrated in Figure 2.6 [23]. Keyframes were 

detected at level 1 using a hue histogram difference. Logo detection at level 2 was used to 

Sky Pitch Boundary 

Close-up Umpire Crowd Audience 

Field 
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classify replay and real-time segments. At level 3, color characteristics were used to classify 

field views, pitch views, and non-field views. Close-up and crowd frames were classified at 

level 4 using edge detection. At level 5, close-up and crowd classification was refined. This 

classification method produces better results and is faster to process. M. H. Kolekar et al. [44] 

suggested a hierarchical shot classification tree similarly. Using audio characteristics, the first 

level of the hierarchy recognized an excitement clip. At the second-level real-time and replay 

parts are categorized. For field view and non-field view classification, the dominating grass 

color ratio was utilized. Using motion-mask, field views were further categorized into pitch-

view, long-view, and boundary view. Non-field views were divided into close-ups using edge 

density, and audience. At the next level close-ups were classified into the batsman and umpire 

using jersey color. Crowd views were classified into spectator and players’ gathering using the 

color feature.  

L. Li et al. [45] proposed a sports genre classification technique to classify pool sports, auto 

racing, ball game, ice skate and material arts. Then SVM was used for shot views classification 

to classify close-up, mid-view, long-view, and outer-field-view. This technique is generalized 

and need not to incorporate domain knowledge. M. Ravinder and T. Venugopal [46] presented 

a cricket shot classification method that was based on bag-of-visual features. 100 SIFT (Scale-

Invariant Feature Transform) features were extracted from the frame. Then k-means clustering 

was applied to extracted features. Cricket shots classified were close-up view, distance view, 

and pitch view. 

 

 

Figure 2.6 A hierarchical framework for cricket view classification 
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Shots classified by R. A. Sharma et al. [47] using a multiclass kernel-SVM.  First SIFT features 

were computed and then clustered using the k-means algorithm.  The shot was assigned a Bag 

of Visual Words over all the frames. The shot categories included Bowler Run-up, Batsman 

Stroke, Player Close-Up, Umpire, Ground, Crowd, Animations, and Miscellaneous. A structural 

analysis approach for cricket video was suggested, leveraging a Hidden Markov Model based 

on dynamic programming [48]. Color and motion were utilized as components of the likelihood 

function for both shot detection and classification tasks. 

N. Harikrishna et al. [32] classified cricket video shots into the ground, pitch, player, boundary, 

and crowd using a multilayer perceptron. The backpropagation algorithm was used for training 

multilayer perceptrons. Rabia A. Minhas et al. [49] categorized cricket shots into long, medium, 

close-up, and out-of-the-field shots. The approach employs an eight-layered network 

comprising five convolutional layers and three fully connected layers. The shot classification 

was done using AlexNet CNN.  

Muhammad Rafiq et al. [50] employed a cricket shot classification model using pre-trained 

AlexNet CNN. They classified shots into batting, bowling, boundary, crowd and close-up with 

an average precision of 99.27%, accuracy of 99.26% and recall of 99.26%. The limitation of 

the proposed model is if the video frame is not belonging to any of the predefined classes then 

it will be miss-classified to most matching classes. To overcome this problem all possible 

classes of cricket video frames need to identify and the model must be trained with all such shot 

classes. Different techniques for shot classification are summarized in Table 2.3. 

2.3.1 Pitch View Detection 

It has been noticed that bowling shots begin with a pitch view. The automatic identification of 

pitch view is a critical stage in detecting cricket events. Many studies have suggested techniques 

for pitch view detection based on color characteristics since pitch may be identified using its 

color. A hue histogram-based technique to detect pitch view was proposed in [31]. Input RGB 

frame is converted into HSV frame. It is experimentally decided that the green peak has a range 

of hue H=48 to 68 and the pitch color peak has a range of hue H=24 to 27. Grass pixel ratio and 

pitch pixel ratio were computed and checked against the static threshold. If these ratios surpass 

the pre-established threshold, the frame is designated as a pitch frame. An analogous approach 

to detect the pitch involved examining the hue value for the pitch peak within the range of H=20 

to 25. Frames displaying a prominent soil pixel ratio ranging from 0.05 to 0.1 were categorized 
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as pitch frames [39]. Y. Senthil Kumar [40] introduced a pitch detection technique that 

incorporates K-Means clustering, morphological processing, and connected component 

analysis. This algorithm was free of setting thresholds and did not need training too. A 

multiclass support vector machine was used by Ashok Kumar et al. [29] for the classification 

of pitch and non-pitch views. Statistical Modeling of the Grayscale (brightness) histogram 

(SMoG) and Component Quantization based Region of interest Extraction (CQRE) techniques 

were used in [51].   

K-means clustering for pitch color segmentation was used in [52]. S. C. Premaratne and K. L. 

Jayaratne [53] proposed a method by detecting binary large object from HSV image and 

comparing it with the static threshold. K. Midhu and N. K. Anantha Padmanabhan [26] trained 

Naïve Bayesian classifier to classify boundary view and pitch view. Pitch detection techniques 

based on color information are required to predefine the range of pitch color. Even the pitch 

pixel ratio for the classification of the pitch frame needs to be decided empirically.  

2.3.2 Field view/Non-field view classification 

As the field view includes a substantial green area, the differentiation between field view and 

non-field view can be achieved by analyzing the green pixel ratio. M. H. Kolekar and Somnath 

Sengupta [37] employed the grass-pixel ratio to perform this classification. The RGB image in 

the input frame is converted into an HSV image. A 256-bin hue histogram was created, with 

the green hue range set between 52 and 62 bins. The dominating grass pixel ratio was calculated 

and compared to the range static threshold.  When this ratio surpasses the threshold, the frame 

is labeled as a field view; otherwise, it is designated as a non-field view. M. Goyani and 

colleagues [39] followed a comparable approach, identifying a green peak within the range of 

48 to 58 and a grass pixel ratio ranging from 0.25 to 0.5 to classify field views. 

Moreover, K. Midhu and N. K. Anantha Padmanabhan [26] experimentally decided green hue 

values range from 51 to 61 and grass pixel ratio from 0.25 to 0.5 for field view. Multiclass SVM 

based field view and non-field view classification technique was used by Ashok Kumar et al.  

[29]. Because the methods mentioned above use the grass color feature for field view detection, 

the green peak range must be determined. The color of the grass is noticed to be varied in 

different locations and even at different times of the game. As a result, there is a risk that a field 

view will be misclassified as a non-field view. 

In cricket, it is observed that non-field view mostly contains close-up and crowd views. Non-
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field views are subsequently subdivided into close-up and crowd views. To accomplish this, 

M. H. Kolekar and Somnath Sengupta [37] transformed the input RGB frame into a YCbCr 

image and applied a Canny edge detector to identify edge pixels. 

The percentage of edge pixels was compared with the threshold. If Edge Pixel Ratio (EPR) is 

greater than the threshold the frame was classified as a crowd frame otherwise it was classified 

as a close-up frame. The canny edge detection algorithm was also used by M. Goyani et al. [39] 

and K. Midhu and N. K. Anantha Padmanabhan  [26].  

Sometimes the background of the player is full of a crowd. In such conditions player close-up 

can be misclassified as crowd view. When a close-up of the player is shown with a clutter 

background template update mechanism [54] can be used to improve classification accuracy. 

2.3.3 Close-up classification 

Close-up views of cricket players are further classified for semantic idea extraction as umpire, 

batsman, fielder, or bowler. Close-up classification utilizing jersey color information was 

proposed by M. H. Kolekar and Somnath Sengupta [37]. The position of a person's face was 

determined using the skin or hair color characteristic. Skin blocks were identified using the 

connected component analysis method. The position of the jersey color was determined based 

on the location of the face block. Finally, the color of the jersey is used to categorize the close-

up perspective. 

2.3.4 Crowd classification 

In broadcast cricket videos, after any exciting event camera usually covers celebrating players 

and cheering spectators. So automatic detection of these views can be useful to find interesting 

events. Classification of crowd view into audience and fielder’s gathering was performed using 

jersey color in [26], [37]. Euclidean distance between the input image and reference frame was 

computed for such classification. Similarly, the crowd was classified into three classes: 

audience, the player gathering of team A and player gathering of team B by M. Goyani et al. 

[39] using jersey color. It is perceived that many people from the crowd wear the same clothes 

as the team they like. So there are chances of misclassification of views if only jersey color 

information is considered. 

 

 

 



27 
 

Table 2.3 Review of shot classification 

Literature 
View Classified/ 

Events Detected 
Feature Extracted 

 

Method 

 

Result  % 

Rabia A. Minhas et al. (2019) 

[49] 

long, medium, close-

up, and out-of-the-

field 

CNN-AlexNet  P-94.7 R-96.24 

Muhammad Rafiq et al. (2020) 

[50] 

Batting, bowling, 

boundary, crowd and 

close-up 

AlexNet-CNN  P-99.27 R-99.26 

M.Goyani et al. (2011)[39] 

Pitch view 

Hue histogram, Dominant soil 

pixel ratio 
Static threshold  

Y Senthil Kumar(2011) [40] 
K-Means clustering, 

morphological processing 
Connected component analysis  

S. B. Jayanth and G. Srinivasa 

(2014) [51] 

Statistical modeling of the 

grayscale (brightness) histogram 

(SMoG)  

Component quantization based 

region of interest extraction (CQRE) 
 

S. C. Premaratne and K. L. 

Jayaratne[2017][53] 

Binary large object detection 

from HSV image  
Threshold based on HSV value range  

K. Midhu and N. K. Anantha 

Padmanabhan(2018)[26] 
Percentage of field pixels 

Trained Naïve Bayesian classifier to 

classify images as boundary or pitch 

view 

P-92.21 R-90.21 

M. H. Kolekar and Somnath 

Sengupta (2010) [37]  

Field view/Non-field 

view 

Hue histogram, Dominant Grass 

Pixel Ratio (DGPR) 

Comparison of DGPR against a 

range of values (0.07 to 0.24) 

P-Field View-95.43, Non-

field view-95.17      R-

Field View-94.88, Non-

field view-95.43 

M.Goyani et al. (2011) [39] 
Hue histogram, Dominant Grass 

Pixel Ratio 

Comparison of  DGPR against a 

range of values(0.25 to 0.5) 
  

Ashok Kumar et al. (2014) 

[29] 
  Multiclass Support Vector Machine   

K. Midhu and N. K. Anantha 

Padmanabhan(2018)[26] 
Dominant Grass Pixel Ratio 

DGPR compared against a range of 

green peaks(0.25 to 0.5) 

P-Field View-95.17, Non-

field view-96.23      R-

Field View-96.05, Non-

field view-96.19 

M. H. Kolekar and Somnath 

Sengupta (2010)[37] Close-up/Crowd 

YCbCr image format,  Canny edge 

detector 
Edge pixel density, static threshold 

P-Close-up 94.02, Crowd-

87.86 R-Close-up 90.42, 

Crowd-92.35 

M.Goyani et al. (2011) [39] Edge pixel density, static threshold  
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K. Midhu and N. K. Anantha 

Padmanabhan(2018)[26] 

Canny edge detector, Edge pixel 

ratio 

P-Close-up-91.27, Crowd-

93.48 R-Close-up-93.3, 

Crowd-88.12 

M. H. Kolekar et al. (2010) 

[37] 

Close-up classification     

(batsman, 

bowler/fielder, 

umpire) 

Edge density, skin pixel, jersey 

color  

Euclidean distance between a block 

of frame and reference frame 

P-Batsman-87.03, Fielder-

85.46,Umpire-82.50 R-

Batsman-83.42, Fielder-

85.96, Umpire-84.62 

M.Goyani et al. (2011) [39] 

Hue and saturation histogram,  

skin block detection and 

corresponding jersey color 

detection 

Skin color threshold and jersey color 

threshold 
  

K. Midhu and N. K. Anantha 

Padmanabhan(2018)[26] 

Edge pixel ratio, jersey color 

block 
Jersey color threshold 

P-Batsman-84.13, Fielder-

86.29, Umpire-85.36 R-

Batsman-88.59, Fielder-

87.99, Umpire-83.56 

M. H. Kolekar et al. (2010) 

[37] 

Crowd classification 

(spectator and players’ 

gathering) 

Edge density, jersey color  
Euclidean distance between input 

image and reference frame 

P-Players'gathering-

78.18,Spectators-93.59 R-

Players'gathering-81.13, 

Spectators-92.41 

M.Goyani et al. (2011) [39] 

Hue, saturation histogram of 

jersey color block, ratio of jersey 

color pixels 

Crowd threshold 

 

K. Midhu and N. K. Anantha 

Padmanabhan(2018)[26] 
Jersey Color 

Euclidean distance between input 

image and reference frame 

P-Players'gathering-82.42, 

Spectators-93.18  R-

Players'gathering-79.17, 

Spectators-94.67 
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2.4 Event Detection 

Engaging segments within a sports video typically represent a small fraction of the overall 

content, and viewer interest typically wanes during less engaging portions. Consequently, the 

capability to index and restructure the significant segments of sports videos for the creation of 

concise or personalized video clips is greatly coveted. The goal of cricket event detection is to 

extract important information from live cricket video material [16].  

The production pattern of video shots in cricket videos reveals critical information for 

evaluating video content. During every exciting event, the camera captures many views in a 

very short amount of time. For example, during team A's wicket fall event, the camera captures 

the team B players' gathering, spectators, a close-up of a team A player, the umpire, and so on 

[39]. As a result, events may be recognized by examining the temporal patterns of cricket views. 

Figure 2.7 depicts a shot sequence for occurrences in a cricket match. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.7 Frame sequence for (a) Six (b) Four (c) Wicket fall events . 

2.4.1 Excitement Detection 

When a wicket is taken, when a four/six is hit by a batsman, the audio volume rises dramatically. 

This is due to the audience's applause and the excitement in the commentator's speech. 

Excitement-based highlight recognition approaches extract interesting snippets from videos by 

utilizing characteristics such as audio energy, motion features, and shot cut density. Excitement 

(a) 

(b) 

(c) 
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detection approaches need less domain-specific information, which allows them to be used in a 

variety of sports. 

M. H. Kolekar and S. Sengupta [55] employed short-time audio energy and zero-crossing rate 

for the detection of exciting segments. Additionally, Ali Javed and colleagues [25] introduced 

an excitement detection framework based on a high pitch rate and a low pause rate. The pitch 

rate was compared against a threshold that was proportional to the mean pitch value of each 

frameset. The classification of excited and non-excited video segments was accomplished 

through rule-based induction. 

Another approach involved the use of loudness as an audio feature to identify significant events 

during the game [17]. A. Bhalla and team [27] utilized audio features to detect keyframes in 

cricket videos. They computed the audio samples for each video frame and stored frames with 

the highest audio levels to generate exciting snippets. Ali Javed et al. [56] retrieved the acoustic-

local binary pattern from an audio stream of a cricket match. An SVM was used to classify clips 

as excited or unexcited. 

2.4.2 Text-based Event Detection 

Text from sports broadcasts may be utilized to extract score and player information. According 

to the cricket video, the score caption is presented at a certain location in the frame during the 

play phase. The score caption area can be recognized, and the textual content can be extracted 

for semantic event identification. The standard procedure for text detection comprises three 

stages: (1) Identifying the text's location, (2) Establishing the exact text boundaries, and (3) 

Extracting and recognizing the text [57]. 

Kolekar and Sengupta [55] proposed a method for caption recognition using a sum of absolute 

differences. The score change detection method proposed by Y. S. Kumar et al. [40]  used 

differencing and thresholding. Muhammad Haseeb Nasir et al.[18] proposed a framework for 

key event detection and summarization technique for cricket video. Using textual features 

boundary, six, and wickets were identified. Image averaging, morphological operations and an 

OCR algorithm were used to analyze the change in the wicket and score counters.  A multi-

class SVM classifier was trained for the recognition of digits within cricket match contexts. 

Sunita Abburu [58] introduced a technique for text detection, localization, extraction, and 

recognition in cricket video frames. This approach encompasses stages such as candidate region 

selection, bi-cubic interpolation, image quantization, inversion, thresholding, and OCR. The 
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tool is friendly and robust for superimposed text detection.  

When there is a lack of visual dissimilarity across video scenes, the results of video temporal 

segmentation are impaired. These ambiguities can be overcome by integrating textual 

information. Text for many sorts of videos, such as sports commentary, movie subtitles, and 

music video lyrics, is available. By syncing the video segment with its matching textual 

information, semantic event recognition and automated annotation of video may be 

accomplished. C. V Jawahar et al. [38] demonstrated the temporal segmentation of cricket 

footage into balls based on textual sports commentary. The scene description was merged with 

visual features for highlight generation. 

2.4.3 Motion-based Event Detection 

In cricket, the motion feature is utilized to extract semantic information. The motion feature can 

identify the bowler's run-up sequence as well as the trajectory of the ball after hitting. Camera 

motion was utilized to detect different events from cricket videos [59]. Oriented Fast, Rotated 

Brief (ORB) is used in [60] to automatically detect bowler run-up sequences. A motion history 

image is used to identify camera zoom in motion to find a bowler run-up sequence [52]. A 

noteworthy camera zoom operation was identified in order to retrieve the bowler's run-up 

process and delivery. The batsman's stroke was shown by the significant camera zoom in before 

the turning point in zoom. The direction of the pan after the bowler's run-up determined the 

direction of the strike. Randy Roopchand et al. [61] developed an optical flow and otsu's 

thresholding framework for bat detection and tracking. 

2.4.4 Umpire’s Gesture Detection 

In the sport of cricket, the umpire communicates significant events through specific gestures. 

Therefore, it is feasible to recognize various cricket events by interpreting the signals given by 

the umpire. Figure 2.8 shows the different gestures of an umpire. 

Event classification based on umpire pose detection was proposed by A. Ravi et al. [62]. Four 

events classified were: Six, No ball, Out, and Wide. A dataset that consisted of the umpire’s 

different actions was created. CNN inception V3 and VGG19 were utilized for feature 

extraction and classification of events was done using SVM. 
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Figure 2.8 Different gestures of an umpire 

M. Kowsher et al. [63] presented a method to find the decision of the third umpire. CNN, 

Inception V3, and Deep CNN were used for classification tasks. Foot cross no-ball, waist height 

no-ball, bounce ball, LWP, run out, and stumping events were detected.   

A method proposed by Hari R. and Wilscy M. [64] used an intensity projection profile of umpire 

gestures for cricket event detection. For shot segmentation, Gray Level Co-occurrence Matrix 

(GLCM) and Structural Similarity Index (SSIM) based method was proposed. For checking the 

umpire in the frame, a threshold-based color segmentation method was used. Horizontal and 

vertical intensity projection profiles were computed for different gestures of an umpire and used 

to train Random Forest (RF) classifier. In addition, Asif Shahjalal et al. implemented a 

prototype to find the umpire's decision by interpreting his hand gestures. The region of interest 

was determined using a Haar cascade classifier, followed by gesture recognition using logistic 

regression. [65].  

Arvind Ravi [62] proposed an umpire pose detection method using CNN  inception V3 and 

VGG19 for feature extraction and SVM for event classification. It is probable that during any 

interesting event, the camera does not cover an umpire indicating a particular signal. In such 

situations, the umpire’s gesture-based event detection techniques fail to identify all interesting 

events. 

Another intriguing cricket event is the milestone, which recognizes the contribution of the 

batsmen in a cricket match. When batsmen achieve 50 or 100 runs, they frequently appear to 

celebrate. During such an event, there is a rapid spike in audio volume owing to the audience 

cheering and the commentator's voice. Pushkar Shukla et al. [17] proposed a milestone detection 

approach that took into account two clues: The loudness of a shot is one of the topmost five 

values, and the shot before the present shot cannot be a boundary, six, or wicket. The highlight 

depicting the milestone occurrence was created using these cues. 

2.4.5 No Ball Detection 

Wide Out Boundary Bye Six 

Leg Bye New Ball One Short Cancel Call Cancel Ball 
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Computer vision-based techniques prove valuable in aiding specific decisions in cricket. One 

common point of contention in cricket matches revolves around the determination of whether a 

bowler's delivery is a legal ball or a no-ball. To ensure precise decisions, automatic no-ball 

detection methods can be employed. The no-ball detection method introduced in [66] divided 

the bowling crease into two regions, with a popping crease being detected using Hough 

transformation. The image subtraction technique compared the test frame and template frame 

to find a change in pixels in both regions. Finally, changes in pixels in both regions were 

compared against the threshold to decide the legal ball or no-ball. For automatic detection of 

waist-high, no ball CNN-based method with Inception V3 was proposed by S. Khatun and M. 

Z. Trisha [67].  

2.4.6 Stroke Classification 

Classifying different types of bat strokes made by a batsman is usually a demanding and 

significant aspect of cricket video indexing. It is also a task that has received little attention in 

this domain. Cricket bat strokes include cut, hook, sweep, pull, and others, as seen in Figure 

2.9. In a cricket match, these strokes are frequently played with considerable variety. The 

automated stroke categorization approach enables the batsman to examine the normal style of 

playing shots as well as their deviations. As a result, automated feature extraction and the 

creation of an efficient system for real-time shot classification are required.  

 

 

 

 

 

 

 

 

Figure 2.9 Different types of strokes played in cricket 

The approach proposed by Ashok Kumar et al. [29] combined optical flow analysis and camera 

image analysis to automatically recognize the direction of a batsman's stroke. Broadcast cricket 

footage was initially divided into balls, and then batsmen playing strokes were detected, as well 

as the direction of the shot. Noorbhai and colleagues [68] developed an application for 

Cut Hook Reverse 

Sweep 

Sweep 

Off Drive Straight 

Drive 

On Drive Pull 
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evaluating batsmen's backlift, facilitating bat location tracking and player assessment. A model 

for recognizing cricket batting strokes was devised, employing a combination of 2D CNN with 

LSTM-based sequential learning and 3D CNN [69].  

Archit Semwal and co-authors [70] introduced an optical flow-based stroke classification 

approach. A deep CNN was used to extract representations. The frames were first categorized 

as left-handed or right-handed shots before being sent into CNN for feature extraction. Finally, 

SVM was employed to classify strokes.  

Tevin Moodley and Dustin van der Haar [71] investigated four distinct strokes: block, cut, drive, 

and glance. The images were preprocessed by removing noise and dilatation. SVM and KNN 

were used to identify cricket strokes using feature vectors derived from histograms of directed 

gradients. Moreover, CNN, AlexNet architecture was also employed for stroke classification, 

which performed better compared to other techniques.  

2.4.7 Wicket Fall Classification 

Automated wicket fall classification is integral to the creation of dynamic highlights in live 

broadcasts. By instantly identifying and classifying wickets, the system can generate highlight 

reels that encapsulate the most crucial moments of the match. The types of wicket fall include 

LBW, stumped, caught, bowled run out, hit wicket etc. as seen in Figure 2.10. 

 

 

 

 

 

 

 

 

 

Figure 2.10 Different types of dismissal 

The wicket fall classification in cricket is fundamental for player development, strategy 

formulation, fair play, and maintaining the statistical and entertainment aspects of the game. It 

is an integral part of the sport's fabric, contributing to its depth and complexity. 

Qamber Abbas and Youmeng Li [72] have introduced an innovative framework for categorizing 

LBW 

Stumped 

Caught Run out Bowled Hit wicket 
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cricket videos into four distinct events: Bowled Out, Caught Behind, Catch Out, and LBW Out. 

The framework utilizes training videos that represent each event category and extracts key 

frames from them. It then computes HOG and LBP features for these key frames, combining 

them into a unified feature vector. This feature vector is labeled to correspond to a specific event 

within the video and is subsequently fed into a Multi-Class Support Vector Machine (SVM) to 

classify the video into one of the four events. Experimental results underscore the effectiveness 

of this technique, with a Precision rate of 77.23%, Recall of 77.86%, an F-Measure of 77.55%, 

and an Accuracy score of 65.62%.  

Udit Arora and colleagues [73] propose a system tailored to support cricket umpires in critical 

decision-making, encompassing the detection of no-balls, wide-balls, leg-before-wicket, and 

bouncers, all achieved through a single smartphone camera. The system leverages advanced 

techniques such as HOG and SVM for object classification and recognition. It also optimizes 

the application of frame subtraction, minimum enclosing circle, and contour detection 

algorithms to ensure precise cricket ball detection. These algorithms are implemented using the 

OpenCV Python library. Additionally, machine learning techniques, specifically Linear and 

Quadratic Regression, are employed to monitor and predict the ball's trajectory. 

The performance of existing techniques for wicket fall classification still falls short of 

expectations, and certain methods lack the versatility to classify all dismissal types effectively 

using a single approach. 

2.4.8 Event Detection Using Deep Learning 

Recent deep learning approaches have altered the trend of automatic sports video 

summarization. J. Xu, L. Song, and R. Xie [30], for example, used the candidate segment 

selection technique with an adjustable threshold to detect shot boundaries. CNN was used to 

extract representative features from frames. The difference between the two frames was 

measured using cosine distance. A pattern-matching technique was used to detect cut and 

gradual transitions. Furthermore, P. Shukla et al. [17] used multi-class linear SVM to train a 

model to recognize scoreboards. The model was trained using features taken from the pre-

trained AlexNet's fc7 layer. Similarly, OCR and CNN were used to extract digits for runs and 

wickets by A. Bhalla et al. [27].  

In Table 2.4, state-of-the-art techniques for event detection are summarized. 
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Table 2.4 Review of event detection 

 

Literature 
Events 

Detected 
Methodologies Results (%) 

M. H. Kolekar and S.Sengupta 

(2008) [55] 

Excitement 

Short-time audio energy and short-time zero-crossing 

rate.  Averaging through sliding window, thresholding 
P-86.68 R-86.92 

Ali Javed (2016) [25] 

Spectral subtraction method, audio pitch detection using 

auto correlation-based method. Threshold based on mean 

of peach value, rule-based induction 

 

Pushkar Shukla et al. (2018) 

[17] 
Loudness compared with top 5 values  

Aman Bhalla et al. (2019)[27] Highest audio level  

Ali Javed et al. (2019) [56] Acoustic-local binary pattern, SVM  

M. H. Kolekar and S. Sengupta 

(2008) [55] 
Run-Wicket 

caption 

detection 

Histogram for run-wicket block and over block, Sum of 

absolute difference  

100 % score 

recognition 

performance 

Y Senthil Kumar (2011) [40] frame differencing, thresholding, multi-class SVM  A-100 

M. H. Nasir et al. (2018) [18] Image averaging, morphological operations, and an OCR  P-93.99 R-87.01 

Aman Bhalla et al. (2019) [27] OCR+GIST, OCR+CNN 
A-746.21(GIST) A-

94.63(CNN) 

A. Kokaram and P. Delacourt 

(2001)  [59] 

Bowler run-

up sequence 

Weighted gradient and Displaced Frame Difference A-99.9 

Daniel Ringis and Akash 

Pooransingh (2015) [60] 
Oriented Fast, Rotated Brief  P-99.1 

M. Ramsaran et al. (2017) [52] 
Camera zoom in motion is detected using a motion history 

image. 
P-94.2 R-99 

Randy Roopchand et al. (2016) 

[61] 

Bat 

detection 

and tracking 

Bat detection using Optical Flow and Otsu’s Tresholding, 

Kalman filter, matching through the cross- correlation 

function 

A-85.54 

Hari R. and Wilscy M. (2014) 

[64] 
Vertical and horizontal intensity projection profile P-82.3 R-84 
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Asif Shahjalal et al. (2017) [65] Umpire’s 

gesture 

detection 

Haar Cascade classifier and logistic regression (Out, six 

and wide) 
A-88.13 

Aravind Ravi (2018) [62] 
CNN inception V3 and VGG19 for feature extraction and 

SVM for event (Six, No ball, Out and Wide) classification. 
P.92 

S. Rahim et al. (2016) [66] 

Foot 

overstep No 

ball 

detection 

Divided the bowling crease into two regions and applied 

the image subtraction method on both regions to find the 

change in pixel values. 

A-100 

S. Khatun et al. (2018) [67] 
Waist-high 

no-ball  
CNN based method with Inception V3 P-94 R-90 

Ashok Kumar et al. (2014) [29] 

Stroke 

classification 

Optical flow P-50 R-90.9 

D Karmaker et al. (2015) [68] 
MACH filter, angle classes, maximum correlation 

threshold, the Motion vector 
P-63.47 

M. Z. Khan and M. A. Hassan 

(2018) [69] 
2D CNN with LSTM, 3D CNN 

A-2D CNN-80, 3D 

CNN-90 

Archit Semwal et al. (2018) 

[70] 
CNN and SVM 

A-83.098% for right-

handed shots, A- 

65.186% for left-

handed shots 

Tevin Moodley and Dustin van 

der Haar (2019) [71] 

Histogram of Oriented Gradient, K-NN, SVM, CNN-

AlexNet 
P-74 R-75 
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       2.5 Video Summarization 

The first stage in cricket video summarizing is to extract shots that include key events and then 

group them to generate highlights. A highlight is made up of the most intriguing portions of a 

video. The highlight should feature key occurrences from sports videos. In recent years, 

researchers have been working hard to create event-oriented sports video summaries. This 

section reviews state-of-the-art studies for cricket video summarization. 

If there is a hit or wicket fall, views like pitch view, spectators, boundary view, player’s close-

up, replay, etc., are displayed in a short period. Based on this concept, the apriori algorithm was 

applied to labeled views to detect events like wickets, four, and six [26], [37]. The proposed 

model [37] used videocon cup, hutch cup and world cup cricket dataset and applies to cricket 

video indexing, highlight generation and retrieval.  

Similarly, M. Goyani et al. [39] created a hierarchical classification of cricket video shots. 

Keyframes were detected and assigned a label based on their visual features. Labeled frames 

were fed to an apriori algorithm for wicket fall concept detection. The experiments were done 

on IPL and T20 match datasets. This approach require less processing time when applied to 

cricket video indexing. N. Harikrishna et al. [32] detected boundary, six, wicket events from 

cricket video clips using a multilayer perceptron. This video mining technique can be further 

used for cricket video annotation.  

Tang et al. [74] proposed a method for event detection using color histograms and histograms 

of oriented gradients. Detected events from T20 cricket match videos were refined using Hidden 

Markov Models. Linear SVM was used to classify highlight and non-highlight video clips. 

Finally, the unigram and bigram of the events are used to provide a video summary. This 

approach used low level domain independent features, which allows it to be used for other 

sports also.  

Aman Bhalla et al. [27] and Pushkar Shukla et al. [17]  extracted the runs and wickets 

information using  OCR and saved it for each keyframe. If the successive keyframes have a run 

difference greater than or equal to four or a wicket difference equal to one, then video clips 

between such frames are saved as a video summary. Moreover, replays and audio intensity were 

used to find secondary events such as pressure moments or dropped catches. Pushkar Shukla et 

al. [17] implemented event and excitement driven highlight generation techniques on  15 hours 

T20 cricket match dataset. The results show that this approach is quite acceptable for cricket 
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highlight generation. 

Ali Javed et al. [56] suggested a decision tree classifier-based key event detection technique. 

The score and wicket data were taken from the score caption section. The change in score and 

wicket was seen as a significant occurrence. Key events that have been identified are then used 

for a video summary. A total 10 hours video dataset comprised of One Day International 

matches and T20 world cup tournaments were used for evaluation of performance. The 

proposed framework can build a concise video summary from long duration cricket matches.  

H. Narasimhan et al. [31] presented a framework for summarizing cricket video using a genetic 

algorithm (GA). The video is first split into shots, and then replays are identified. Finally, 

textual comments were employed to mark the occurrences ball by ball. The experiments were 

done on 8 cricket video clips of 2 cricket matches. It is observed that results of event detection 

get undergone if event boundaries are not properly detected.  

The    Use of the Oriented Fast, Rotated Brief (ORB) method to detect the Bowler Run-up 

Sequence (BRS) for cricket highlight generation is proposed by Daniel Ringis and Akash 

Pooransingh [60]. The dataset included videos of Caribbean Premier League T20 matches. The 

limitations of this approach are for each new inning training is required and it is able to detect 

only BRS.    

Kolekar and Sengupta [55] proposed a model for the extraction of important cricket events 

using audio energy and a short-time zero-crossing rate. Along with audio energy, caption 

content was also utilized to locate events and generate highlights. The results were tested on 

Videocon cup and hutch cup matches. Event detection results are highly dependent on the time 

of updating of scores. As this method is based on the caption and audio energy, it is extended 

to other sports like tennis, soccer etc.  

Y. S. Kumar et al. [40] developed an automatic cricket video summarizing system that 

employed indications such as bowling and score change detection. This method efficiently 

detects fours, sixes and wickets. Using a color histogram, edge pixels, audio frequency, and 

camera change, the multidimensional method provided in [53] detected events such as four and 

six. The ball starting point and endpoint are detected using attributes like pitch availability, 

pitch zooming edge percentage, camera focus area, etc.  

The system proposed in  [75] represented video using bag-of-visual words. An unsupervised 

probabilistic latent semantic analysis (PLSA) based method is used to classify video shots into 
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closed-up view, mid view, long view, and out field view. For event detection, a hidden 

conditional random field (HCRF) structured prediction model was utilized. The dataset included 

145 hours of videos having 23 different sports genres. This generic approach is useful for view 

classification and event detection across various sports genres.  

An approach for personalized and automated highlights generation from its extracted events 

and semantic concepts was presented in [43]. In the initial step, a recorded cricket video was 

partitioned into segments, which were determined based on the game's progression. For each 

segment, a selection process was applied, considering the importance of concepts and events to 

determine their inclusion in the video summary.This approach is useful for customized highlight 

generation of cricket videos and can be applied to videos like movies and news. Table 2.5 

represents a summary of cricket video summarization techniques.   

Table 2.5 Review of highlights and video summarization 

Literature 

Video 

Sequence 

Used 

Semantic 

concept 

Detected 

Features/Methodologies Results (%) 

M. H. Kolekar et 

al. (2010) [37] 

Videocon 

cup, Hutch 

cup, World 

cup 

Wicket 

and Hit  
Apriori algorithm A-97.89 

M.Goyani et al. 

(2011) [39] 

IPL, T20 

world cup 

Wicket 

fall  
Apriori algorithm   

N. Harikrishna et 

al. (2011) [32] 

 
Boundary, 

Six, 

Wicket 

Multilayer perceptron 

P- Four-92, six-

25,out-92  R-

Four-90,six-

25,out-85 

Hao Tang et al. 

(2011) [74] 

T20 match 

Boundary, 

Six, 

Wicket 

Diarization 

(Segmentation-500 

milliseconds  and 

clustering- bottom-up 

hierarchical 

agglomerative) linear 

support vector machine 

Error Rate 12.1 

Pushkar Shukla 

et al. (2018) [17] 

T20 match 

Boundary, 

Six, 

Wicket 

Features from fc7 layer 

of AlexNet, Runs and 

wickets detected by OCR  

P-Boundaries-

89.23, Sixes-

86.79, Wickets-

92.68, 

Milestones-

72.31 
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Aman Bhalla et 

al. (2019) [27] 

 
Boundary, 

Six, 

Wicket 

Runs and wickets 

detected by OCR  

A- Boundary-

86.74, Six-

89.12, Wicket-

92.45 

Ali Javed et al. 

(2019) [56] 

ODI, Test  

and T20 

match 

Boundary, 

Six, 

Wicket 

Extreme learning 

machine  
P-96.3 R-95.2 

 

Cricket video summarization techniques have come a long way, driven by advancements in 

computer vision, machine learning, and AI. They not only make cricket matches more 

accessible to fans but also provide valuable insights for coaches, analysts, and players. As 

technology continues to evolve, we can expect further refinements in these techniques, offering 

even more immersive and personalized cricket viewing experiences. 
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CHAPTER-3  

PROPOSED FRAMEWORK 

 

3.1 Introduction 

We have unveiled a hierarchical framework as visualized in Figure 3.1 for a cricket video 

summarization system. This graphic illustrates the primary step, which is the initial segmentation 

of the cricket video into individual frames. Shot boundary detection is executed utilizing these 

extracted frames. Upon detection of shot boundaries, the inaugural frame of each shot is 

meticulously preserved as a keyframe, serving as the quintessential representative frame for that 

particular shot. These keyframes then undergo subsequent processing steps. 

Furthermore, following the identification of the shot boundary, we proceed to classify frames 

into two categories: replay and play frames. Replay segments within the video are identified and 

deliberately excluded from further analysis. This exclusion is based on the redundancy they 

introduce through the depiction of events in slow motion, which is often nonessential for 

summarization purposes. 

After the exclusion of replay segments, we proceed to further classify all play frames into two 

distinct categories: field view frames and non-field view frames. In the context of cricket, the 

presentation of pitch views commonly signifies the imminent delivery of the ball, effectively 

marking the commencement of a new play. Consequently, identifying the pitch view becomes a 

pivotal indicator for ball delivery. 

Our pitch view detection algorithm is systematically applied to all field view frames, effectively 

rendering frames that prominently feature the pitch. On the other hand, non-field view frames 

are classified as either close-up or crowd frames. 

Moreover, our event detection process relies on the technique of score caption detection. This 

method enables us to generate highlights tailored for specific segments of the video in which 
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notable shifts in the run or wicket totals transpire. Subsequent sections will delve into a 

comprehensive exploration of the specific techniques harnessed within the event detection 

framework. 

 

Figure 3.1 Event Detection Framework 

In the successive sections, we have explored the theoretical foundation and presented methods 

for chronologically segmenting cricket videos into shots, play-break units, along with techniques 

for event detection and classification. 
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3.2 Theoretical Background 

3.2.1 Histogram 

A histogram is a graphical representation of the distribution of pixel intensities in a digital image 

[76]. It provides information about the frequency of different intensity values or color levels 

present in the image. An image histogram can be represented in different ways like grayscale 

histogram, RGB histogram and Hue histogram, depending on whether the image is grayscale or 

color. An individual channel's grayscale intensity distribution is measured using a gray 

histogram. The RGB histogram measures the proportions of the color intensities in the red, green, 

and blue channels independently. Following the conversion of an image to the HSV color space, 

the hue histogram quantifies the distribution of hues in the image . 

RGB Histogram gives details on the relative contribution of each color channel to the image's 

overall color. Because it contains information on color intensity, it is sensitive to changes in 

lighting. It might be affected by changes in illumination, making it difficult to compare pictures 

taken in various lighting conditions. 

In image processing and computer vision, the hue histogram is a useful tool, especially where 

color information and hue range are crucial. Hue histograms are frequently employed in tasks 

involving image analysis and recognition. They aid in the identification and classification of 

objects, settings, or areas according to their color properties. Hue histograms can be used in 

conjunction with database searches to identify images with comparable color distributions based 

on the color content of the images. It ignores the hues' brightness or intensity in favor of 

concentrating on the dominant colors and their variations. It offers information on the inherent 

color qualities of an image. Because it emphasizes an object's natural color, it is less susceptible 

to changes in lighting. That is why it is used for a proposed method for field view detection and 

pitch view detection in which color-based identification must withstand variations in 

illumination.  

3.2.2 k-means Clustering 

The partitioning technique that is most frequently employed is K-means. The algorithm divides 

a set of n items into k clusters based on the input parameter k, resulting in minimal intracluster 

similarity. The mean value of the items in a cluster, which may be thought of as the cluster's 

centroid, is used to measure cluster similarity. 
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The following section discusses how the K-means algorithm works. 

It starts by choosing k items at random, each of which originally stands for a cluster mean or 

center. The remaining objects are allocated to the cluster that exhibits the greatest similarity, as 

determined by the distance between each object and the cluster mean. After that, each cluster's 

new mean is calculated. Until the criterion function converges, this process is repeated. The 

square-error criterion is frequently employed and is defined as 

𝐸 = ∑ ∑ |𝑝 − 𝑚𝑖|2

.

𝑝∈𝐶𝑖

𝑘

𝑖=1

 

A given object is represented by a point in space called p, and the mean of the cluster Ci is called 

mi (both p and mi are multidimensional). Here, E is the sum of square errors for all the objects 

in the data collection. In other words, the distances are averaged for each object in each cluster 

based on the square of the object's distance from the cluster center. To produce k clusters that 

are as compact and distinct as feasible, this criterion is used [77]. 

k-means algorithm 

Input: There happen to be two clusters, a set of n values in a data set Hue Histogram 

Difference 

Result: A pair of clusters. 

Approach: 

• Select two values at random from the Hue Histogram Difference to serve as the first 

cluster centers; 

• Proceed again 

• Based on the mean value of the DGPR in the cluster, assign each Hue Histogram 

Difference value to the cluster to which the value is most comparable; 

• Update the cluster means, that is, figure out each cluster's mean Hue Histogram 

Difference value;  

• Till there is no change. 

 

3.2.3 Image Averaging 

Image averaging can be a useful technique to identify static or stationary elements in a video. 

By applying image averaging to multiple frames of a video, you can highlight the parts of the 

scene that remain unchanged or static over time, effectively isolating the stationary elements 
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from the dynamic or moving components.  

Image averaging is employed to pinpoint the region of the scoreboard. Since the scoreboard's 

position in the video typically remains constant throughout the game, image averaging is utilized 

to ascertain its location. 

3.2.4 Black and White are filtering 

Black and white area filtering typically refers to a process where specific areas or regions in an 

image are isolated or filtered to retain only those regions that are predominantly black and white, 

or areas that exhibit sharp contrast between black and white. It allows for the isolation and 

extraction of specific regions in an image that meets the desired black-and-white contrast criteria 

while excluding other areas that may contain a range of shades of gray. Black and White area 

filtering is applied after image averaging to highlight the scoreboard region.  

3.2.5 Correlation Coefficient 

The correlation coefficient is a statistical measure that quantifies the strength and direction of a 

linear relationship between two variables [77]. The correlation coefficient can be used to assess 

the similarity between images, particularly when you want to compare the pixel values or 

grayscale intensity values of two images. The formula for the correlation coefficient is given 

below. 

𝑟 =
∑(𝑥𝑖 − �̅�)(𝑦𝑖 − �̅�)

√∑(𝑥𝑖 − �̅�)2 ∑(𝑦𝑖 − �̅�)2
 

  

𝑊ℎ𝑒𝑟𝑒, 𝑟 = 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 

𝑥𝑖 = 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑥 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑖𝑛 𝑎 𝑠𝑎𝑚𝑝𝑙𝑒 �̅� = 𝑚𝑒𝑎𝑛 𝑜𝑓 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑥 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 

𝑦𝑖 = 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑦 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑖𝑛 𝑎 𝑠𝑎𝑚𝑝𝑙𝑒 �̅� = 𝑚𝑒𝑎𝑛 𝑜𝑓 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑦 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 

The correlation coefficient typically ranges from -1 to 1. 

 A high positive correlation (close to 1) suggests a strong similarity in pixel values between 

the images. 

 A high negative correlation (close to -1) indicates a strong inverse similarity. 

 A correlation close to 0 suggests little to no linear similarity. 

The correlation coefficient is used to check the similarity between frames having scoreboard 

(Play frame) and frames of replay where scoreboard is absent. 
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3.2.6 Canny Edge Detector  

The Canny edge detector is a popular and widely used technique in image processing to detect 

edges or boundaries within images. The output of the Canny edge detector is typically a binary 

image where edges are highlighted in white, and non-edge areas are black. The algorithm is 

highly effective at detecting well-defined edges and is commonly used in computer vision tasks 

such as object recognition, image segmentation, and feature extraction.  Canny edge detection is 

favored for its well-balanced performance, especially in terms of edge localization and noise 

robustness [76]. 

3.2.7 Morphological Opening  

Morphological opening is a fundamental image processing operation that consists of two 

sequential operations: erosion followed by dilation [76]. It is typically applied to binary or 

grayscale images. 

 Erosion: Erosion involves shrinking or "eroding" the objects in an image by sliding a small 

structuring element over the image. The center pixel of the structuring element is set to "1" 

if all the structuring element's foreground pixels overlap with foreground pixels in the image, 

and "0" otherwise. Erosion is useful for noise reduction and smoothing object boundaries. 

 Dilation: Dilation is the opposite of erosion. It "expands" or "dilates" the objects in an image. 

The center pixel of the structuring element is set to "1" if at least one foreground pixel in the 

structuring element overlaps with a foreground pixel in the image, and "0" otherwise. 

Dilation helps connect broken objects and enhance features. 

Morphological opening combines these two operations. It is used to remove small noise, separate 

objects, enhance features, and improve the quality of binary and grayscale images. 

3.2.8 Top – Hat Filter 

The top-hat filter is a type of mathematical morphology filter used in image processing. It is 

often employed for tasks like feature extraction, object detection, and image enhancement. The 

top-hat filter is created by taking the difference between the original image and its opening. This 

subtraction highlights the regions in the original image where objects have a specific shape or 

size. The top-hat filter is useful for various tasks, including: 

 Detection of small, well-defined objects in an image. 

 Enhancement of objects that have a specific size or shape. 
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3.2.9 OCR 

OCR stands for Optical Character Recognition. In image processing, Optical Character 

Recognition (OCR) refers to the technology and techniques used to recognize and extract text 

content from images or scanned documents. OCR plays a critical role in converting non-editable 

text within images into machine-readable and searchable text data. OCR is employed to extract 

text content from images, PDFs, and other non-editable formats. Prior to character recognition, 

the image may undergo preprocessing steps to enhance the quality of the image and improve OCR 

accuracy. Common preprocessing steps include noise reduction, contrast enhancement, skew 

correction, and binarization. 

3.3 Shot Boundary Detection 

A video is essentially a compilation of distinct shots, where each shot comprises a sequence of 

consecutive frames that convey semantically related concepts. The initial phase of the event 

detection framework involves segmenting the video into individual shots, which necessitates the 

identification of shot boundaries. In sports videos, two primary types of shot transitions are 

commonly observed: 1. Cut and 2. Gradual transitions. In a cut transition, there is an abrupt 

change between the frames at the boundary, whereas, in a gradual transition, the last few frames 

of the previous shot gradually give way to the first few frames of the current shot. 

We have introduced an approach for detecting shot boundaries and extracting keyframes by 

utilizing a clustering-based method. Since frames within a shot typically encapsulate similar 

content, our strategy involves the identification of key representative frames from each shot. 

Subsequently, all further processing steps are applied to these representative frames to optimize 

processing efficiency. The detailed algorithm is outlined in Algorithm 1 below. 

Algorithm 1. Shot boundary detection 

𝑁 ← 𝑙𝑒𝑛𝑔𝑡ℎ(𝐼𝑛𝑝𝑢𝑡𝑉𝑖𝑑𝑒𝑜) 

𝒇𝒐𝒓 𝑖 ← 1 𝑡𝑜 𝑁 

𝐼𝑅𝐺𝐵 ← 𝑅𝑒𝑎𝑑𝐹𝑟𝑎𝑚𝑒(𝐼𝑛𝑝𝑢𝑡𝑉𝑖𝑑𝑒𝑜) 

𝐼𝐻𝑆𝑉 ← 𝑅𝐺𝐵𝑡𝑜𝐻𝑆𝑉(𝐼𝑅𝐺𝐵) 

𝐻𝑢𝑒𝐻𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒(𝑛) =
1

𝑟 × 𝑐
∑  |(𝐻𝐻𝐼 𝐻𝑆𝑉(𝑛)

(𝑖) − 𝐻𝐻𝐼𝐻𝑆𝑉(𝑛+1)
(𝑖)| 

256

𝑖=1

 

𝒆𝒏𝒅 
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(𝑖𝑑𝑥, 𝐶) ← 𝑘𝑚𝑒𝑎𝑛𝑠(𝐻𝑢𝑒𝐻𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒, 2) 

𝑆ℎ𝑜𝑡𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 = ⋃ 𝐼𝑅𝐺𝐵(𝑖)

𝑁

𝑖=1

(𝑖𝑑𝑥𝑖 == 1) 

𝑙𝑠𝑏𝑐 ← 𝑙𝑒𝑛𝑔𝑡ℎ(𝑆ℎ𝑜𝑡𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒)  

𝑆ℎ𝑜𝑡𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦𝐹𝑟𝑎𝑚𝑒𝑠

= ⋃(𝑆ℎ𝑜𝑡𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑖+1 − 𝑆ℎ𝑜𝑡𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑖) ! = 1 

𝑙𝑠𝑏𝑐

𝑖=1

 

 

First, we extract frames from the video in RGB format. Subsequently, these RGB frames are 

transformed into HSV images. We use hue histogram differences to assess the similarity between 

two consecutive frames. Notably, frames within the same shot exhibit a smaller hue histogram 

difference compared to frames located at the boundaries between two shots. As a result, we 

employ K-means clustering on these difference values, yielding two clusters. The first cluster 

contains frames with low difference values, corresponding to consecutive frames within the same 

shot, while the second cluster consists of frames with high difference values, encompassing all 

the boundary frames between shots. 

We have noticed that frames associated with a cut transition exhibit a high hue histogram 

difference, while frames involved in a gradual change display a moderate difference. Both types 

of boundary frames are grouped within the same cluster. If there are multiple consecutive frames 

with a high hue histogram difference, we select only the final frame as the candidate for the shot 

boundary. This approach effectively converts a gradual transition into a cut transition. You can 

see a visual representation of these distinct values for cut and gradual transitions in Figure 3.2. 

 

Figure 3.2 Discontinuity between shots 
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Upon the division of the cricket video into discrete shots, the first representative frames for each 

of these shots are thoughtfully preserved as keyframes. Subsequently, the succeeding processing 

steps aimed at replay detection are meticulously executed on these keyframes, rather than the 

entirety of video frames, resulting in a significant reduction in processing time. It is imperative 

to emphasize that our method meticulously singles out the inaugural frame within each shot, thus 

designating it as the keyframe for this purpose.  

 

3.3 Replay Detection 

Within the realm of sports videos, thrilling and noteworthy events are often accompanied by 

replay sequences that provide a detailed and captivating portrayal of these moments in slow 

motion. Consequently, the content encapsulated within these replay segments offers a valuable 

resource for constructing a succinct video summary of the most compelling and engaging 

occurrences. To enhance the precision of our approach and circumvent superfluous 

computational overhead, we have strategically applied replay detection techniques to the 

designated keyframes, as opposed to analyzing the entire video frame-by-frame. 

Our empirical observations have revealed a recurring pattern: replays typically occur sandwiched 

between two gradual logo transitions, and during these replay segments, the scoreboard 

information is conspicuously absent [23]. It is worth noting that one prominent limitation of 

replay detection methods reliant on logo transition detection is the necessity to relearn the logo 

template for each instance. In our proposed methodology, we have harnessed the absence of a 

scoreboard as a salient criterion for identifying replay segments. The algorithm governing our 

replay detection process is presented below. 

Algorithm 2. Replay detection 

𝐼𝐴𝑉𝐺=∑ 𝐼𝑅𝐺𝐵(𝑖)
150
𝑖=1 150⁄  

𝐼𝐵𝑊 ← 𝐵𝑊(𝐼𝐴𝑉𝐺) 

𝐼𝑆𝐵𝑅 ← 𝐵𝑙𝑎𝑐𝑘𝑊ℎ𝑖𝑡𝑒𝐴𝑟𝑒𝑎𝐹𝑖𝑙𝑡𝑒𝑟(𝐼𝐵𝑊) 

𝑆𝐶𝑋𝑀𝐼𝑁 ← 𝑀𝑖𝑛𝑋(𝐼𝑆𝐵𝑅)  

𝑆𝐶𝑋𝑀𝐴𝑋 ← 𝑀𝑎𝑥𝑋(𝐼𝑆𝐵𝑅) 

𝑆𝐶𝑌𝑀𝐼𝑁 ← 𝑀𝑖𝑛𝑌(𝐼𝑆𝐵𝑅) 

𝑆𝐶𝑌𝑀𝐴𝑋 ← 𝑀𝑎𝑥𝑋(𝐼𝑆𝐵𝑅) 
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𝑆𝐶𝑅𝑅𝑒𝑓𝐹𝑟𝑎𝑚𝑒 ← 𝑅𝑒𝑔𝑖𝑜𝑛(𝑆𝐶𝑋𝑀𝐼𝑁, 𝑆𝐶𝑌𝑀𝐼𝑁, 𝑆𝐶𝑋𝑀𝐴𝑋 , 𝑆𝐶𝑌𝑀𝐴𝑋) 

𝒇𝒐𝒓 𝑖 ← 1 𝑡𝑜 𝑙𝑒𝑛𝑔𝑡ℎ(𝐾𝑒𝑦𝐹𝑟𝑎𝑚𝑒) 

𝑆𝐶𝑅𝐾𝑒𝑦𝐹𝑟𝑎𝑚𝑒𝑖
← 𝑅𝑒𝑔𝑖𝑜𝑛(𝑆𝐶𝑋𝑀𝐼𝑁, 𝑆𝐶𝑌𝑀𝐼𝑁 , 𝑆𝐶𝑋𝑀𝐴𝑋, 𝑆𝐶𝑌𝑀𝐴𝑋)          

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = 𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡(𝑆𝐶𝑅𝑅𝑒𝑓𝐹𝑟𝑎𝑚𝑒 − 𝑆𝐶𝑅𝐾𝑒𝑦𝐹𝑟𝑎𝑚𝑒𝑖
) 

𝐼𝑓 𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 >  𝑇ℎ𝑅𝑒𝑝𝑙𝑎𝑦 𝑡ℎ𝑎𝑛 𝑃𝑙𝑎𝑦𝐹𝑟𝑎𝑚𝑒 ← 𝐾𝑒𝑦𝐹𝑟𝑎𝑚𝑒𝑖 

𝐸𝑙𝑠𝑒 𝑅𝑒𝑝𝑙𝑎𝑦𝐹𝑟𝑎𝑚𝑒 ← 𝐾𝑒𝑦𝐹𝑟𝑎𝑚𝑒𝑖 

𝒆𝒏𝒅 

 

The initial frames of the input video are harnessed to compute the mean intensity by employing 

a temporal image averaging technique. The rationale behind this approach is that the scoreboard 

maintains a consistent and fixed position across various video frames, while other elements within 

the frame undergo alterations as the sequence progresses. Consequently, the sole persistent 

element after the temporal image averaging is the scoreboard content. Figure 3.3 vividly 

demonstrate the results of the temporal image averaging and scoreboard region detection process. 

This outcome empowers us to expeditiously pinpoint the scoreboard's location within the video 

frame and subsequently generate a reference frame to perform automated scoreboard presence 

checks within each frame. The averaged image is then transformed into a binary black-and-white 

representation. Subsequently, we ascertain the spatial extent of the scoreboard region and 

establish a correlation between this region within the reference frame and corresponding regions 

in other keyframes. 

 

 

Figure 3.3 Scoreboard detection process 

3.4 Shot Classification 

Events in sports videos unfold across a series of sequential shots, and the foundational step in the 

comprehensive analysis of sports video content is the classification of these shots [4]. Typically, 
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the classification of these diverse shots relies on the utilization of visual cues. All keyframes 

corresponding to play segments are integrated into the shot classification framework. 

Our initial endeavor focuses on the classification of cricket views into two primary categories: 

field view and non-field view. Subsequently, within the field view frames, pitch views are singled 

out, while non-field view frames are further categorized into crowd and close-up views. The 

ensuing subsection delves into a detailed exploration of the algorithms employed for the 

classification of cricket views. 

3.4.1 Field View Detection 

Typically, the field of view encompasses a substantial expanse of verdant terrain. Within the 

context of Figure 3.4, one can observe the representation of hue histograms corresponding to both 

the field view and the non-field view. The delineation between the field view and the non-field 

view is achieved through the meticulous scrutiny of the green pixel ratio, a technique akin to the 

one described in reference [37].  

 

Figure 3.4. Hue histogram of field view and non field view 

To commence this process, RGB frames undergo conversion into HSV images. Given the 

variance in field color across different cricket videos, it becomes imperative to define the 

appropriate hue range for the green color in each case. Once this hue range is established, the 

peak intensity of green within the frame is identified, and the sum of pixels featuring hue values 

in proximity to this green peak is used to calculate the Green Pixel Ratio (GPR), as elucidated in 

[23] . A high GPR value serves as the criterion for classifying a keyframe as a field view frame, 

whereas a lower GPR value designates it as a non-field view frame. The Algorithm 3 governing 

field view detection is presented below. 



53 
 

Algorithm 3. Field view detection 

𝐼𝑅𝐺𝐵 ← 𝑃𝑙𝑎𝑦𝐹𝑟𝑎𝑚𝑒 

𝐼𝐻𝑆𝑉 ← 𝑅𝐺𝐵𝑡𝑜𝐻𝑆𝑉(𝐼𝑅𝐺𝐵) 

𝐺𝑟𝑒𝑒𝑛𝑊𝑖𝑛𝑑𝑜𝑤 ← 𝐼𝑛𝑝𝑢𝑡𝐺𝑟𝑒𝑒𝑛𝑅𝑎𝑛𝑔𝑒 

𝐺𝑃𝑒𝑎𝑘 ←   𝑀𝑎𝑥(𝐺𝑟𝑒𝑒𝑛𝑊𝑖𝑛𝑑𝑜𝑤𝑆𝑡𝑎𝑟𝑡: 𝐺𝑟𝑒𝑒𝑛𝑊𝑖𝑛𝑑𝑜𝑤𝐸𝑛𝑑) 

𝐺𝑃𝑅 =  
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙 ℎ𝑎𝑣𝑖𝑛𝑔 ℎ𝑢𝑒 = 𝐺𝑝𝑒𝑎𝑘 ± 2

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑓𝑟𝑎𝑚𝑒
× 100 

𝐼𝑓 𝐺𝑃𝑅 > 𝑇ℎ𝐹𝑖𝑒𝑙𝑑 𝑡ℎ𝑒𝑛  

𝐹𝑖𝑒𝑙𝑑𝐹𝑟𝑎𝑚𝑒 ← 𝑃𝑙𝑎𝑦𝐹𝑟𝑎𝑚𝑒 

𝐸𝑙𝑠𝑒  

𝑁𝑜𝑛𝐹𝑖𝑒𝑙𝑑𝐹𝑟𝑎𝑚𝑒 ← 𝑃𝑙𝑎𝑦𝐹𝑟𝑎𝑚𝑒 

 

3.4.2 Pitch View Detection 

The pitch view encompasses a substantial area of the cricket field, with the color of the pitch 

being notably more predominant than other colors. To discern the presence of a pitch view, the 

RGB frames undergo conversion into HSV images. Given the inherent variation in pitch color 

across different cricket videos, it becomes essential to determine the appropriate hue range for 

the soil color in each specific case. The Figure 3.5 displays pitch view frames and its 

corresponding histogram. 

 

Figure 3.5 Hue histogram of pitch view 

Algorithm 4 provides a comprehensive set of steps for detecting the pitch view. 
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Algorithm 4. Pitch view detection 

𝐼𝑅𝐺𝐵 ← 𝐹𝑖𝑒𝑙𝑑𝐹𝑟𝑎𝑚𝑒 

𝐼𝐻𝑆𝑉 ← 𝑅𝐺𝐵𝑡𝑜𝐻𝑆𝑉(𝐼𝑅𝐺𝐵) 

𝑃𝑖𝑡𝑐ℎ𝑊𝑖𝑛𝑑𝑜𝑤 ← 𝐼𝑛𝑝𝑢𝑡𝑃𝑖𝑡𝑐ℎ𝑅𝑎𝑛𝑔𝑒 

𝑃𝑃𝑒𝑎𝑘 ←   𝑀𝑎𝑥(𝑃𝑖𝑡𝑐ℎ𝑊𝑖𝑛𝑑𝑜𝑤𝑆𝑡𝑎𝑟𝑡: 𝑃𝑖𝑡𝑐ℎ𝑊𝑖𝑛𝑑𝑜𝑤𝐸𝑛𝑑) 

𝑃𝑃𝑅 =  
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙 ℎ𝑎𝑣𝑖𝑛𝑔 ℎ𝑢𝑒 = 𝑃𝑝𝑒𝑎𝑘

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑓𝑟𝑎𝑚𝑒
× 100 

𝐼𝑓 𝑃𝑃𝑅 > 𝑇ℎ𝑃𝑖𝑡𝑐ℎ 𝑡ℎ𝑒𝑛  

𝑃𝑖𝑡𝑐ℎ𝐹𝑟𝑎𝑚𝑒 ← 𝐹𝑖𝑒𝑙𝑑𝐹𝑟𝑎𝑚𝑒 

𝐸𝑙𝑠𝑒  

𝑁𝑜𝑛𝑃𝑖𝑡𝑐ℎ𝐹𝑟𝑎𝑚𝑒 ← 𝐹𝑖𝑒𝑙𝑑𝐹𝑟𝑎𝑚𝑒 

 

Once the hue range for the pitch color is established, the peak intensity of the soil color is 

identified, and the sum of pixels with hue values matching the soil peak is utilized to compute the 

Pitch Pixel Ratio (PPR), as detailed in [23]. A high PPR value serves as the criteria for classifying 

a keyframe as a pitch view frame, whereas a lower PPR value designates it as a non-pitch view 

frame.  

3.4.3 Non-field view classification into Close-up and Crowd 

It is evident that non-field views typically encompass either crowd scenes or close-up portrayals 

of individuals. Crowd shots predominantly showcase gatherings of spectators or players, while 

close-up views offer magnified perspectives of individual players [4]. Notably, crowd views 

exhibit a higher edge density in comparison to close-up views as shown in the Figure 3.6. 

 

Figure 3.6 Edge detection of a crowd and close-up views 
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To facilitate the classification of non-field views into either close-up or crowd views, we have 

employed the edge detection method. The procedural steps for this non-field view classification 

process are presented in Algorithm 5. 

Algorithm 5. Non field view classification 

𝐼𝑅𝐺𝐵 ← 𝑁𝑜𝑛𝐹𝑖𝑒𝑙𝑑𝐹𝑟𝑎𝑚𝑒 

𝐼𝐺𝑟𝑎𝑦 ← 𝑅𝐺𝐵𝑡𝑜𝐺𝑎𝑦(𝐼𝑅𝐺𝐵) 

𝐼𝐵𝑊 ← 𝐶𝑎𝑛𝑛𝑦𝐸𝑑𝑔𝑒𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛(𝐼𝐺𝑟𝑎𝑦) 

𝐸𝑃𝑅 =  
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑑𝑔𝑒 𝑝𝑖𝑥𝑒𝑙𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑓𝑟𝑎𝑚𝑒
× 100 

𝐼𝑓 𝐸𝑃𝑅 > 𝑇ℎ𝐶𝑟𝑜𝑤𝑑 𝑡ℎ𝑒𝑛  

𝐶𝑟𝑜𝑤𝑑𝐹𝑟𝑎𝑚𝑒 ← 𝑁𝑜𝑛𝐹𝑖𝑒𝑙𝑑𝐹𝑟𝑎𝑚𝑒 

𝐸𝑙𝑠𝑒  

𝐶𝑙𝑜𝑠𝑒𝑢𝑝𝐹𝑟𝑎𝑚𝑒 ← 𝑁𝑜𝑛𝐹𝑖𝑒𝑙𝑑𝐹𝑟𝑎𝑚𝑒 

 

To initiate the process, RGB frames representing non-field views are transformed into grayscale 

images. Subsequently, the canny edge detection algorithm is employed on these grayscale images. 

Notably, close-up views exhibit a lower density of edges compared to crowd views, resulting in 

a reduced Edge Pixel Ratio (EPR) for close-up views. 

3.5 Score Detection 

The textual data presented within the scoreboard provides valuable information for event 

discovery. In cricket, critical events such as scoring four runs, six runs, or the fall of a wicket can 

be deduced by scrutinizing the variations in run and wicket details displayed on the scoreboard. 

Typically, the following sequential steps are undertaken to extract information from the 

scoreboard [78]: 

1. Identification of the relevant region within the scoreboard. 

2. Extraction and interpretation of the data within that region. 

In most cases, the style, dimensions, and positioning of the scoreboard remain consistent 

throughout each frame of the sports video. In our proposed approach, illustrated in Algorithm 6, 

we commence by locating and segmenting the score and wicket caption regions. Since this 

region's size may be insufficient for effective caption recognition, we enlarge the cropped image. 

Following this enlargement, we apply a top-hat filter, convert the image to a black-and-white 
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format, and, finally, utilize Optical Character Recognition (OCR) to recognize and extract the 

score and wicket captions. 

Algorithm 6. Score Detection 

𝐼𝑅𝐺𝐵 ← 𝐾𝑒𝑦𝐹𝑟𝑎𝑚𝑒 

𝐼𝑆𝐶𝑅 ← 𝑆𝑐𝑜𝑟𝑒𝐶𝑎𝑝𝑡𝑖𝑜𝑛𝑅𝑒𝑔𝑖𝑜𝑛(𝐼𝑅𝐺𝐵) 

𝐼𝑆𝐶𝑅 ← 𝐸𝑛𝑙𝑎𝑟𝑔𝑒(𝐼𝑆𝐶𝑅) 

𝐼𝑇𝐻 ← 𝑇𝑜𝑝𝐻𝑎𝑡𝐹𝑖𝑙𝑡𝑒𝑟(𝐼𝑆𝐶𝑅) 

𝐼𝐵𝑊 ← 𝐵𝑖𝑛𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛(𝐼𝑇𝐻) 

(𝑅𝑢𝑛, 𝑆𝑒𝑝𝑎𝑟𝑎𝑡𝑜𝑟, 𝑊𝑖𝑐𝑘𝑒𝑡) ← 𝑂𝐶𝑅(𝐼𝐵𝑊) 

 

Figure 3.7 presents the results of the score detection procedure. By applying a top-hat filter, 

followed by an opening operation and binarization, the accuracy of text recognition is enhanced. 

 

Figure 3.7 Score detection process 

3.6 Event Detection 

The algorithm 7 shows procedure for detection of boundary, six and wicket fall events. 

Algorithm 7. Event Detection 

 

𝐿𝑜𝑎𝑑 𝑟𝑢𝑛 𝑎𝑛𝑑 𝑤𝑖𝑐𝑘𝑒𝑡 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑎𝑠 𝑅𝐶 𝑎𝑛𝑑 𝑊𝐶 

𝐼𝑓 ((𝑅𝐶𝑖+1 − 𝑅𝐶𝑖) == 4 𝑜𝑟 6) 𝑜𝑟 ((𝑊𝐶𝑖+1 − 𝑊𝐶𝑖) == 1) 

𝑡ℎ𝑒𝑛 𝐿𝑎𝑠𝑡_𝑓𝑟𝑎𝑚𝑒 = 𝑝𝑙𝑎𝑦𝑓𝑟𝑎𝑚𝑒𝑖+1 

𝐹𝑜𝑟 𝑗 = 𝑖 + 1; 𝑝𝑙𝑎𝑦𝑓𝑟𝑎𝑚𝑒𝑗! = 𝑝𝑖𝑡𝑐ℎ 𝑣𝑖𝑒𝑤; 𝑗 = 𝑗 − 1 
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𝐹𝑖𝑟𝑠𝑡_𝑓𝑟𝑎𝑚𝑒 = 𝑝𝑙𝑎𝑦𝑓𝑟𝑎𝑚𝑒𝑗 

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒 ℎ𝑖𝑔ℎ𝑙𝑖𝑔ℎ𝑡 𝑓𝑟𝑜𝑚 𝐹𝑖𝑟𝑠𝑡_𝑓𝑟𝑎𝑚𝑒 𝑡𝑜 𝐿𝑎𝑠𝑡_𝑓𝑟𝑎𝑚𝑒 

After the extraction of run and wicket information, we store consecutive keyframes where the 

run difference is either 4 or 6 and the wicket difference is 1. Subsequently, we initiate a search 

for the pitch view, starting from the keyframe in reverse. When we identify a keyframe that 

portrays the pitch view, we preserve it. The creation of highlights commences from a pitch view 

and concludes with either a close-up or crowd view. In this fashion, highlights capturing the 

most thrilling moments are generated. 

3.7 Wicket Fall Classification 

In the realm of cricket, wicket falls are typically categorized into several main types: "Caught," 

"Bowled," "Leg Before Wicket," "Stumped," and "Run Out." We have put forward a novel 

method for classifying wicket falls, leveraging text detection and recognition techniques. 

Notably, the type of wicket fall is visibly presented on the score bar following each wicket event. 

If we can autonomously extract this information, the classification of wicket fall type can be 

accomplished without the need for any dedicated training phase. 

Traditionally, researchers have adopted specific approaches tailored to identify each kind of 

wicket fall individually. In contrast, our proposed method offers the capability to detect each 

wicket type through a unified process. Table 3.1 provides an overview of the text displayed on 

the scoreboard corresponding to each type of wicket fall. 

Table 3.1: Scoreboard text indicating types of wicket fall 

Wicket Fall Type Text on Scoreboard 

Caught c PlayerName b PlayerName 

Bowled b PlayerName 

Leg Before Wicket lbw b PlayerName 

Stumped st PlayerName b PlayerName 

Run out  run out PlayerName 

Hit Wicket hit wicket PlayerName 

 

The steps for classifying wicket falls are outlined in Algorithm 8. 
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Algorithm 8. Wicket fall classification  

𝐹𝑜𝑟 𝑖 ← 1 𝑡𝑜 𝑙𝑒𝑛𝑔𝑡ℎ(𝑝𝑙𝑎𝑦𝑓𝑟𝑎𝑚𝑒) 

𝐼𝑓 ((𝑊𝐶𝑖+1 − 𝑊𝐶𝑖) == 1) 𝑡ℎ𝑒𝑛 𝐹𝑖𝑟𝑠𝑡_𝑓𝑟𝑎𝑚𝑒 = 𝑝𝑙𝑎𝑦𝑓𝑟𝑎𝑚𝑒𝑖+1 

𝐹𝑜𝑟 𝑗 = 𝑝𝑙𝑎𝑦𝑓𝑟𝑎𝑚𝑒𝑖+1; 𝑗 = 𝑗 + 50 

𝑅𝑒𝑎𝑑 𝑓𝑟𝑎𝑚𝑒𝑗, 𝐶𝑟𝑜𝑝 𝑅𝑂𝐼 

𝑅𝑒𝑠𝑖𝑧𝑒 𝑅𝑂𝐼, 𝐵𝑙𝑎𝑐𝑘 𝑎𝑛𝑑 𝑊ℎ𝑖𝑡𝑒 𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 𝑜𝑓 𝑅𝑂𝐼 

𝐴𝑝𝑝𝑙𝑦 𝑂𝐶𝑅 

𝐼𝑓 𝑂𝐶𝑅 𝑡𝑒𝑥𝑡 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝑎𝑛𝑦 𝑜𝑓 𝑝𝑟𝑒𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑 𝑤𝑖𝑐𝑘𝑒𝑡 𝑡𝑦𝑝𝑒𝑠 𝑡ℎ𝑒𝑛 

𝑤𝑖𝑐𝑘𝑒𝑡𝑡𝑦𝑝𝑒 = 𝑂𝐶𝑅 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑡𝑒𝑥𝑡 

𝑏𝑟𝑒𝑎𝑘 

𝑒𝑛𝑑 

𝐴𝑠𝑠𝑖𝑔𝑛 𝑤𝑖𝑐𝑘𝑒𝑡𝑡𝑦𝑝𝑒 𝑙𝑎𝑏𝑒𝑙 𝑡𝑜 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒 ℎ𝑖𝑔ℎ𝑙𝑖𝑔ℎ𝑡 

𝑒𝑛𝑑 

 

We commence this process from the keyframe where the score difference becomes noticeable, 

initiating a forward search in the frames. Within the proposed method, we identify and segment 

the region displaying detailed wicket fall information. To facilitate text recognition from this 

region, it is essential to enlarge the region. Subsequently, we apply a morphological opening 

operation to the wicket information image. Following this operation, the resulting image is 

converted into a binary format. 

This binary image is then submitted to an Optical Character Recognition (OCR) system for 

character recognition. Finally, we employ string matching to verify whether the OCR's output 

contains any information related to a wicket fall. In the event of a match between the OCR-

detected text and any of the predefined wicket fall types, the previously generated highlight 

segment is labeled with the corresponding wicket fall classification. 
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CHAPTER-4  

EXPERIMENTAL SETUP AND RESULTS 

4.1 Experimental Setup 

The proposed endeavor enhances the video summarization experience for all viewers in a shorter 

time frame. To address the absence of a standardized benchmark dataset for evaluating video 

summarization methods, a new dataset was created by compiling various cricket videos. The 

performance of the suggested event detection system is assessed using an extensive dataset 

comprising 11 diverse cricket videos sourced from different broadcasters, with the specifics 

provided in Table 4.1. The effectiveness of the proposed framework is comprehensively 

evaluated through simulations conducted in the Matlab R2019a environment.  

Table 4.1 Description of Dataset 

No. ID Name of the Match 
No. of 

Frames 
Resolution 

Frame  

Rate 

1 Test19_WvE 
West Indies vs England 

Test 2019 
2836 1280×720 25 fps 

2 NatWest11_IVE 
India vs England NatWest 

2011 
2350 1280×720 25 fps 

3 ODI14_IvN 
India vs New Zealand  One 

Day International 2014 
4422 1280×720 25 fps 

4 T2019_SvN 
Sri Lanka vs New Zealand 

T20 2019 
5875 1920×1080 25 fps 

5 BBL11_HvS 

Big Bash League 2011 

Hobart Hurricanes and 

Melboume Stars 

5551 1920×1080 25 fps 

6 ICCWC19_NvE 

New Zealand vs England  

ICC Cricket World Cup 

2019 

5983 1280×720 25 fps 

7 ODI2022_IVB 
India vs Banglades One 

Day International 2022 
7500 1280×720 25 fps 

8 AC2022_IvS 
India vs Shrilanka Asia Cup 

2022 
10218 1280×720 30 fps 
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9 Nidahas18_IvB 
India vs Banglades Nidahas 

Trophy 2018 
10241 1280×720 25 fps 

10 RSWS_IvB 
India vs Banglades 

RoadSafety World Series  
15225 1280×720 25 fps 

11 AC20_IvP 
India vs Pakistan Asia Cup 

2020 
30969 1280×720 30 fps 

 

4.2 Performance metric  

  

The performance metrics serve as a means to assess the efficacy of the proposed framework and 

gauge its enhancements over existing methods. The following subsections outlines the 

performance measures employed to evaluate the effectiveness of the proposed method. 

4.2.1 Precision 

Precision is characterized as the proportion of accurately labeled events to the overall number of 

detected events. It is defined as the ratio of true positives (TP) to the sum of true positives and 

false positives (FP). The formula for assessing the precision of the proposed method is as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
   

 

Where TP is true positive, FP is false positive and FN is false negative. These are the essential 

elements of the measures. Specifically, TP denotes the accurate labeling of positive samples, TN 

indicates the accurate labeling of negative samples, FP signifies the incorrect labeling of negative 

samples, and FN denotes the incorrect labeling of positive samples. High precision means that 

when the system predicts something as positive, it is more likely to be correct. In other words, it 

has fewer false positives. 

4.2.2 Recall 

The recall rate is defined as the ratio of accurately detected events to the total actual events in the 

video. It is expressed as the ratio of true positives (TP) to the sum of true positives and false 

negatives (FN). The formula for assessing the recall rate of the proposed method is as follows: 

                                                                      𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

Recall, also known as sensitivity or true positive rate, measures how many of the actual positive 

instances in the dataset were correctly identified by the system. It quantifies the system's ability 

to find all positive instances. High recall means that the system can effectively capture most of 

the positive instances, and there are fewer false negatives. 
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In summary: 

 Precision focuses on the accuracy of positive predictions, while recall focuses on the ability 

to capture all positive instances. 

 Precision is concerned with reducing false positives, while recall aims to minimize false 

negatives. 

 

4.3  Results and Discussion 

In this section, we validate the performance metrics and results of different components of our 

video summarization approaches by comparing them to the state-of-the-art methods. 

4.3.1 Performance of shot boundary detection 

 We have presented a method for identifying shot boundaries and extracting keyframes using a 

clustering-based approach. Our technique relies on hue histogram differences to gauge the 

likeness between successive frames. Frames within the same shot demonstrate smaller hue 

histogram differences compared to those positioned at shot boundaries. In frames associated with 

hard transitions, we can discern a sharp spike in the difference value. In contrast, for soft 

transitions, multiple consecutive frames may exhibit elevated difference values. This is depicted 

in the Figures 4.1 and 4.2. 

 

Figure 4.1 Hue histogram diffenence at boundary frames for ODI2022_IVB 
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 Figure 4.2 Hue histogram diffenence at boundary frames for AC2022_IVS 

 Consequently, we have applied K-means clustering to these difference values, resulting in the 

formation of two clusters. The initial cluster comprises frames with minimal difference values, 

representing successive frames within the same shot. Meanwhile, the second cluster encompasses 

frames with substantial difference values, signifying all the frames located at the boundaries 

between shots.The cluster formations are represented in Figure 4.3 and Figur 4.4. 

 

Figure 4.3 Clusters of boundary and nonboundary frames for ODI2022_IVB 
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Figure 4.4 Clusters of boundary and nonboundary frames for AC2022_IVS 

 To evaluate shot boundary detection, our proposed method underwent testing on eight different 

video samples. As presented in Table 4.2, our approach demonstrates an average precision rate 

of 99% and a recall rate of 96%. It is worth noting that the decline in recall performance for 

selected videos can be attributed to abrupt fluctuations in brightness between consecutive frames, 

which are particularly prevalent in night-time matches characterized by shifts in lighting 

conditions. Consequently, such variations between frames may trigger the identification of 

boundary candidates due to the increased frame dissimilarity. Moreover, owing to the manifold 

patterns and varying durations of gradual transitions, there are instances where certain 

intermediate frames within such transitions are erroneously categorized as shot boundaries. 

Table 4.2 Results of Shot segmentation 
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TP FP FN Precision Recall 

TEST19_WvE  20 16 0 4 1 0.8 

ODI14_IvN  37 36 0 1 1 0.97 

T2019_SVN 57 54 0 3 1 0.95 

BBL11_HVS 61 61 0 0 1 1 

ICCWC19_EvN 62 61 0 1 1 0.98 

ODI22_IvB 80 79 0 1 1 0.99 

Nidahas18_IvB  84 84 0 0 1 1 

AC22_IvS 108 103 5 0 0.95 1 

 Average 0.99 0.96 
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A performance comparison of the proposed shot boundary detection technique with existing 

methods is shown in Figure 4.5. It is perceived from the comparison that the proposed method attains 

greater performance in precision and recall.  

 

Figure 4.5 Performance comparison of shot boundary detection  

4.3.2 Performance of replay detection 

As per the proposed replay detection algorithm, once the scoreboard region is identified, the 

subsequent step entails calculating the correlation between each keyframe and the reference 

frame. As illustrated in Figure 4.6, the correlation coefficient value tends to be predominantly 

negative for replay frames and greater than 0 and closer to 1 for play frames. Consequently, 

employing a threshold determined empirically allows us to categorize frames as play frames or 

replay frames. 

Figure 4.6 Corelation values for replay and play frames 

The performance of the replay detection technique is detailed in Table 4.3, where our approach 

is demonstrated to attain a precision rate of 96% and a recall rate of 97%. It's important to note 
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that the occasional misclassification of replay segments can be attributed to discrepancies in 

scoreboard presentation styles across certain frames. For instance, when scoreboard style and 

dimensions undergo changes to convey specific types of information, the algorithm may yield a 

lower correlation value, potentially resulting in the erroneous classification of a play frame as a 

replay frame. 

Table 4.3 Results of Replay Detection 

Dataset TP FP FN TN Precision Recall 

TEST19_WvE  15 1 0 4 0.93 1 

ODI22_IvB 20 20 0 0 1 1 

AC22_IvS 24 23 0 1 1 0.96 

ODI14_IvN  31 3 1 2 0.91 0.96 

BBL11_HVS 38 2 1 20 0.95 0.97 

ICCWC19_NvE 49 3 1 8 0.94 0.98 

T2019_SVN 49 0 2 6 1 0.96 

Nidahas18_IvB  56 5 4 19 0.91 0.93 

Average 0.96 0.97 

 

In Figure 4.7, a visual comparison is presented, showcasing the comparative analysis between 

our proposed system and contemporary techniques in the field. Notably, our method outperforms 

existing approaches in terms of precision, demonstrating superior performance. When assessing 

the recall metric, our system also surpasses two established methods, achieving higher efficacy. 

Furthermore, it's noteworthy that our method exhibits versatility across various types of sports 

videos, as it doesn't necessitate the specific recognition of logo templates for each individual 

video. This underscores the demonstrated effectiveness of the correlation coefficient in accurately 

distinguishing between play and replay frames within videos. 
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Figure 4.7 Performance comparison of replay detection 

4.3.3  Performance of event detection 

As discussed in Algorithm 7, the shift in the score becomes apparent at keyframe 1805, as 

depicted in Figure 4.8. This keyframe is designated as the endpoint of the highlight segment. To 

identify the initiation of ball delivery, we conduct a search for the pitch view in the preceding 

direction. So finally summary is generated with starting frame 1599 to end frame 1805 which is 

crowd view. 

 
Figure 4.8 Highlight segment 

Table 4.4 shows the results of the event detection and wicket fall classification method. From the 

outcome, it is observed that key events are identified effectively by the proposed method.  

Table 4.4 Results of Event Detection 

Type of 

Event 

No. of 

Events 

Detected Events 

TP FP FN Precision Recall 

Boundary 12 12 0 0 1 1 

Six 12 11 0 1 1 0.92 

Wicket 16 16 0 0 1 1 

Wicket 

Classification 
14 13 0 1 1 0.93 
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The proposed system’s performance is compared with present event detection techniques and 

shown in Table 4.5.  

Table 4.5 Comparison of proposed method with existing event detection techniques 

Techniques 
Boundary Six Wicket 

Precision Recall Precision Recall Precision Recall 

Ali Javed et al. [25] 0.95 0.90 0.90 0.88 0.88 0.90 

Pushkar Shukla et al. [17] 0.89 
 

0.87 
 

0.93 
 

N. Harikrishna et al. [32] 0.92 0.90 0.25 0.25 0.92 0.85 

A. Bhall et al. [27] 0.87 0.00 0.89 0.00 0.92 0.00 

Proposed Method 1.00 1.00 1.00 0.92 1.00 1.00 

 

4.3.4 Performance of wicketfall classification 

The importance of automatic wicket fall classification in cricket lies in its capacity to enhance the 

viewing experience and facilitate data analysis. 

In the implementation of wicket fall classification, we base our knowledge on the observation of 

production rules and regulations for cricket match videos, establishing them as domain-specific 

knowledge. Our findings, presented in Table-4.6, Figure 4.9 and Figure 4.10 reveal that following 

a certain period of increasing wicket score, frames displaying the scoreboard with information 

about the past wicket fall type are presented. This information remains on the screen for a brief 

duration, allowing for its automated extraction and categorization. Once the dismissal type is 

identified, it can be incorporated as a label in the previously generated summary of the highlighted 

video. 

Table 4.6 Details of frames showing wicket fall information 

ID 
Key 

frame no 

Frame showing wicket info.  
Frame 

span 

Time 

span 

(Sec) 
Start End 

Nidahas18_IvB 5922 6800 6908 108 1.8 

T2019_SvN 188 796 942 146 2.43 

T2019_SvN 1582 1786 1848 62 1.03 

T2019_SvN 2451 3994 4141 147 2.45 

T2019_SvN 5162 5722 5875 153 2.55 
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Figure 4.9 Information about type of wicket fall 

Time: 04:27:50 Time: 04:28:31 

Time: 03:45:41 Time: 03:46:13 

Frame: 796 Frame: 940 

Frame: 6800 Frame: 6909 
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Figure 4.10 Search segment for wicket fall detail 

 

Wicket fall classification has received limited attention in previous research efforts. To address 

this gap, we evaluated the performance of our proposed system and compared it with existing 

wicket fall classification techniques, as illustrated in Figure 4.11. An approach introduced by 

Qamber Abbas and Youmeng Li  [72] employs image sequences, HOG, LBP features, and an 

SVM classifier to predict wicket fall types, including Bowled, Caught Behind, Catch Out, and 

LBW. In contrast, our approach is based on modest text detection and recognition. It involves 

localizing the region of the score bar where wicket fall information is presented and requires OCR 

preprocessing on the score bar image. Our approach, notably, accurately classifies a broader range 

of wicket types, encompassing Caught, Bowled, Leg Before Wicket, Stumped, Run out, and Hit 

Wicket. 

 
 

 

 

Figure 4.11 Performance comparison of wicket fall classification 
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Upon the detection of intriguing events based on the run and wicket difference value, we embark 

on the construction of highlights, adhering to the procedure outlined in Algorithm 7. Following 

this approach, the initiation of the highlight segment is marked by the pitch view, symbolizing 

the delivery of a fresh ball. Should the current event's pitch view classification prove accurate, 

our method might inadvertently include the preceding ball delivery segment in the current event 

vighdeo summary, potentially reducing viewer engagement. Conversely, if there is a 

misclassification of another view as a pitch view, the summary will commence from that 

mislabeled perspective. Consequently, it becomes evident that the accuracy of shot boundary 

detection, replay detection, and view classification plays a pivotal role in shaping the overall 

quality of the video summary. 

 

 

  



71 
 

 

CHAPTER-5  

CONCLUSION AND FUTURE SCOPE 

In this study, research work on the video summarization domain is explored. We have started 

with generalized approaches for video summarization and then focused on event detection based 

video summarization for sports video. The literature review reveals that significant work has been 

done for sports event classification and semantic concept mining. We have further concentrated 

on exploring research work done for cricket video summarization.  

Cricket is a widely beloved sport. Its global fan base and viewership are substantial. In the modern 

era, cricket matches are globally accessible through broadcasting. However, cricket is inherently 

a lengthy and intricate game, boasting more rules than other sports. Consequently, the diversity 

of events in cricket is significantly influenced by these intricate rules. Hence, there is a critical 

need for the creation of cricket video highlights, making it a significant research field owing to 

its commercial significance and extensive viewership. Numerous contemporary techniques for 

event detection and summarization have emerged, emphasizing the uncovering of common 

events. However, the methods require a prolonged period for highlight generation and they rely 

on fewer annotation models. 

This research presents a streamlined approach for segmenting shots and detecting replay events 

in cricket videos, harnessing visual features to great effect. Instead of relying on a fixed threshold, 

we employ K-means clustering for shot boundary detection, with a focus on keyframes to enhance 

processing efficiency. The shot boundary detection method achieves an impressive precision rate 

of 99% and a recall rate of 97%. Nevertheless, challenges arise when sudden illumination changes 

occur during gradual transitions, causing a decline in our technique's performance. 

The automatic replay detection method has demonstrated its high effectiveness, eliminating the 

requirement for a pre-learned logo template. Our research underscores the efficiency of this 

system, which is adaptable across various sports structures and can be extended to other sports 
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genres. The proposed technique achieves an impressive 94% precision and 96% recall. However, 

due to intermediate variations in scoreboard styles, the method encounters challenges in achieving 

the expected correlation values, resulting in a noticeable performance drop. 

Given that slow-motion replays often convey redundant information, we have excluded replays 

from our summary. Nevertheless, it's worth noting that slow-motion replay segments capture the 

most crucial concepts. Consequently, a comprehensive video summary can be constructed by 

merging all the replay segments from the game. This type of video summary doesn't necessitate 

specialized sports domain knowledge, making it a versatile technique for sports video 

summarization. 

A system for event detection and classification, leveraging pictorial features meritoriously. Shot 

view classification is achieved through conventional feature extraction methods, categorizing 

shots into field view, pitch view, close-up view, and audience view. The event detection and 

classification method accurately identifies four, six, and wicket fall events. A novel contribution 

lies in the wicket classification technique, employing text detection and recognition, which 

achieves a precision of 100% and a recall of 93%. Our results underscore the effectiveness of our 

approach. In cases where the pitch view at the start of the current event is not recognized during 

final summary generation, the pitch view from the previous bowling is selected at the start of the 

highlight, potentially extending the duration of the highlight reel and possibly encompassing less 

exciting segments of the video along with the actual thrilling events. If the shot boundary 

detection method fails to recognize a particular shot then the result of a final summary will be 

affected. 

Our study and analysis evident that when sports videos are enriched with detailed, dense labeling, 

it becomes possible to generate viewer-specific summaries. Numerous semantic concepts, such 

as the wide deliveries, no-ball instances, no ball can been taken into account for meticulous 

marking of events. Integration of a comprehensive knowledge of cricket rules and regulations 

into the event detection system can enhance the precision of event recognition. Efforts should be 

directed towards enhancing the efficiency and reducing the computational demands of event 

detection algorithms to render them more feasible for real-world applications.  
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